
U,
Lr)

-DTIC
ELECTE I

DEC191989

~OF

PREDICTIONS M UNDERLYING CCtOFr

RELIABILITY ESTIMATES

TIESIS

James R. Wolf
Captain, USAF

AFIT/GSO/EIS/89D- 17

DEPARTMENT OF THE AIR FORCE

AIR UNIVERSITY

AIR FORCE INSTITUTE OF TECHNOLOGY

' Wright-Patterson Air Force Base, Ohio

Aproved kv pabke almw
vam"Mufb~ 989 12 18 0823



AFIT/GSO/ENS/89D- 17

SENSITVITY OF SPACE SYSTFIM AVAILABILITY

PREDICINS TO UIDEYING CU4K)NENT

RELIABILITY ESTIMATES

TIESIS

Presented to tfle Faculty of the School of Engineering

of the Air Force Institute of Technology

Air University

In Partial Fulfillment of the

Requirements for the Degree of

Master of Science in Space Operations

James R. Wolf, B.S., M.B.A.

Captain, USAF

December 1989

Approved for public release; distribution unlimited

/



Preface

4y interest in space systems availability predictions and my

concerns about their limitations grew out of work performed in the

middle 1980's with the Defense Satellite Communications System (DSCS)

Program Office, HQ Space Divsion (AFSC). At that time, NATO was in the

process of scheduling procurement of a follow-on communications

satellite system and relied heavily on availability predictions to

program scarce funds. Later, the DSCS program, like most, was put into

the position of having to maintain orbital constellations well beyond

their design lives due to consec,,'ive Titan and space shuttle launch

vehicle failures. The lack of confidence in predictions during those

periods was ,rery frustrating.

While the problem has, by no means, been solved here, an important

step in understanding the degree of uncertainty inherent in availability

predictions has been taken.

I am indebted to my thesis advisor, Maj Ken Bauer, and to the other

members of my committee, Lt Col Jim Robinson and Maj Dave Robinson, for

their help and excellent suggestions during the course of the

investigation. Lt Brian Smith worked around his own busy schedule at

Space System Division to provide me with needed materials from his own

organization and from The Aerospace Corporation. Most importantly, I

wish to thank my wife, Kim, for her understanding and support.

James R. Wolf
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Abstract

Space system availability prediction is the process of estimating

the likelihood that a space system will be available to perform its

assigned mission, as a function of time. The ability to make these

predictions accurately is fundamental to the efficient employment of Air

Force resources.

Availability prediction is based on the estimated reliability of

individual spacecraft and the components of which they are comprised.

This study made use of response surface methodology to determine the

sensitivity of the system availability prediction to the estimated

reliabilities of individual spacecraft components. -

The study was conducted in two steps. First a coarse screening was

conducted to identify components which significantly influenced the

parameters of a best-fit Weibull approximation to the spacecraft

reliability function. Then the Weibull parameters and the availability

prediction itself were regressed against the reliabilities of the

critical components and the results were used to quantify the effects of

uncertainty in the reliability estimates.

For the spacecraft and mission models investigated, the screening

technique was extremely successful, identifying 5 of 106 components at

the box level as critical to the spacecraft reliability function.

Availability, however, was found to be relatively insensitive to

couponent reliability. In particular, the uncertainty failed to account

for the fact that observed space system availability usually - exceeds

xiii



the prediction. This may be due to overly-conservative factors in the

reliability analysis such as duty cycle and stand-by redundancy

correction factors, or it may be that uncertainty in the individual

component reliability estimates is signifcantly greater than was assumed

in the study. Further research is required to resolve this issue.

To the extent that the spacecraft reliability function can be

trusted, the response surface methodology employed here provides a very

useful way to auantify the benefits that might be received either by

improving the reliability of critical ccunonents or by reducing the

uncertainty in their reliability estimates.
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SENSITIVITY OF SPACE SYSTEM AVAILABILITY

PREDICTONS TO UNDERLYING (XIOENT

RELIABILITY ESTIMATES

I. Introduction

Background

Space system availability prediction is the process of estimating

the likelihood that a space system will be available to perform its

assigned mission, as a function of time. The ability to make these

predictions accurately is fundamental to the efficient employment of Air

Force resources. Organizations at all levels of the Air Force and the

Department of Defense use availability predictions to better understand

their operational readiness and- to develop and implement sound

procurement policy.

The future availability of a space system is based on the

reliability of the individual ccmnents of which it is comprised, and

on the time intervals required for the procurement, launch, and testing

of repleniuiuent spacecraft. Because significant uncertainty exists in

each of these areas, prediction models developed to aid decision-making

must be employed with caution.

Currently, the most widely accepted method of making availability

predictions is The Aerospace Corporation's Generalized Availability

Program (GAP), a group of statistical computer tools developed in the
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late 1960's and consolidated and significantly improved in 1981 (8:1-6).

In order to use GAP, the Air Force requires space systems contractors to

provide a reliability analysis of each spacecraft it procures. GAP

takes the results of this analysis, along with production schedules and

other data, as inputs. It then simulates a large number of missions for

the system, and uses the results to predict future availability (8:1-83;

14:1-24; 20:1-37).

Unfortunately, GAP has not proven to be a very accurate predictor

of availability. Reasons for this include large uncertainties in the

reliability analyses (6:10-37; 16:195-196), unforseen methods of

extending the useful life of individual spacecraft (15:1), fluctuations

in replenishment scheduling, and the normal difficulties of applying a

statistical analysis to the small populations commonly seen in space

systems. Of these, the uncertainty in the reliability analyses is

probably the major contributor to inaccuracy. Moreover, the magnitude

of the uncertainty -- that is, the confidence in the availability

prediction -- is unknown. In general, individual spacecraft tend to

function far longer than predicted, often by a factor of two or more

(6:114). This underestimation often leads to management decisions to

expend resources on system replenishment much earlier than necessary.

Reliability analyses are commonly reported in the form of a diagram

showing each componnt of a spacecraft and the connections and

dependencies between components, along with a reliability math model

showing how overall reliability is determined. Figure 1 is an example

of a typical reliability analysis of one spacecraft assembly. Each

component has a characteristic failure rate, and standard reliability

2



P1 P2 P3 P4

Serial Active Standby Serial
Redundancy Redundancy

Math Model: PS = PiP 2PsP4

where: P, = exp(-Xit)

P2 = 1-[l-exp(-Xat)1
2

P3 = exp(-Xat){l+(l/X)[1-exp(-Xst)]}

X = Ratio of standby faiiure rate to
active failure rate

P4 = exp(-X4t)

Fig. 1. Typical Reliability Diagram and Corresponding Math Model for a
Simple System (14:11)

theory allows these rates to be combined according to the reliability

diagram and math model Into an overall reliability function for the

spacecraft. For a complex system such as a satellite, with a large

number of comonents and a high degree of redundancy, this overall

reliability function is a complicated function of time. In order to

make it computationally more manageable, a "best-fit" Weibull

distribution is found via least-squares methodology with very little

loss of accuracy. It is this Weibull function that is used by the GAP

program (14:12-15).
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Ccmponent failure rates are generally assumed to be exponentially

distributed:

Ps = exp(-Xt) (I)

where Ps is the probability of successful operation at any given time,

t, and X is failures per unit time for the cmuponent.

This assumption has long been observed to be valid for electronic

parts in ground-based applications, and, since electronics make up the

vast majority of spacecraft components, the use of the exponential

distribution seems reasonable. It has the advantage that a closed-form

overall reliability function is achievable, but the disadvantage that

component failure times, and thus system failure tiiem, are relatively

sensitive to small departures fram the assumed component failure rates

(11:2).

Another complication is that space systens contractors many times

report "equivalent" failure rates for camponents at higher than the

piece-part level and build the system reliability math model from these

equivalent rates. This implies curve-fitting the reliability function

of these intermediate level ccmqonents to an exponential distribution.

This will be accurate only in the case of comonents whose piece-parts

are functionally serial and have exponentially distributed failure times

themselves. For more ccplex ccmprents, an error is introduced into

the reliability function which is greatest at the begirming and end of

the expected ccepoment lifetime.

Failure rates are obtained from many sources, including piece-part

and component level factory testing, subjective assigment based on

4



similar components, and standard references (12:391). In some cases,

these rates may be updated based on limited operational experience or

new test data. But in the majority of cases, the rates are derived frcm

the applica~ion of statistical techniques to very small populations,

leading to a very low level of certainty about their accuracy.

Furthermore, this uncertainty increases with the complexity of the

system until, at the spacecraft level, the accuracy of the reliability

function is both uncertain and very sensitive. The greater the

uncertainty in the reliability function, the more limited is

availability prediction as a management tool.

Objective

The objective of this research was to investigate the sensitivity

of space system availability predictions to uncertainties in contractor-

supplied reliability data. Components whose reliability strongly

influences availability are identified as potential candidates for

further investigation, and the effects on availability of improving the

reliability of these critical components is quantified.

The investigation is conducted conceptually in two steps; first

the sensitivity of the Weibull approximation of the spacecraft

reliability function to component failure rates is determined, and then

the effect of the possible ranges of the Weibull parameters on the

availability prediction is assessed.

Sub-objectives. The following are sub-objectives of this research:

1. Identify an appropriate space system to use as a subject of the

sensitivity investigation. The system should be reasonably simple, it

5



should have complete and easily available reliability data, and it must

be unclAssified.

2. A spacecraft may be conceptually broken down successively frnm the

spacecraft level to the subsystem level, to the "box" level, to the

assembly level, to the subassembly level and, finally, to the piece-part

level. Determine the lowest level at which sensitivity can

realistically be evaluated.

3. Formulate an experimental design to determine the sensitivity of

the parameters of the Weibull approximation to failure rates at the

lowest practicai level.

4. Apply the GAP program to predict the availability of a system of

spacecraft based on the chosen spacecraft model. Determine the

sensitivity of the prediction to the previously determined range of the

Weibull function and, thus, on the input component failure rates. Use

this information to evaluate the confidence one may have in the GAP

prediction.

5. Determine the usefulness of this type of analysis to a procurement

agency in the efficient employment of resources, either to increase

confidence in the reliability estimates of those ccaponents to which

availability is most sensitive, or to improve their reliability.

6. Determine the usefulness of this type of analysis to an operational

agency an a decision tool in scheduling system replenishment and in

assessing operational readiness.

Scope

This research does not attempt to validate ccponent failure rates,

but investigates the changes in predicted system availability with

6



chans in the supposed individual component rates. It was anticipated

that the results would indicate that the predictions are considerably

more sensitive to failure rates in some comiponents than in others. This

would, in turn, allow recommendations to be made regarding the efficient

employment of effort during reliability analysis to be sure that the

failure distributions of those components were known with confidence.

It would also identify the most critical ccmponents as possible

candidates for further research to improve their reliability.

Furthermore, an understanding of the sensitivity of availability

predictions to ccmponent failure rates is a first step toward

understanding the degree of confidence one may have in the predictions.

This, in turn, allows a manager to make a better assessment of system

status and operational readiness.

The input component failure rates are not the only potential source

of uncertainty in availability prediction. There are at least three

others; the approximation of the satellite reliability function by a

Weibull function, variance internal to the CAP s mulation, and

uncertainty of the time intervals required for the procurement, launch,

and testing of replenishment spacecraft.

The Weibull approximation is addressed briefly in this research and

the uncertainty due to its use is believed to be generally negligible.

The variance internal to GAP is not addressed but is assumed by regular

users to be small when the number of simulations is large (8:15; 20:27-

28).

Uncertainty of replacement time intervals is not addressed. GAP

provides for replenishment based on need (the failure of an operational

7



satellite) or on schedule (the preplanned delivery and launch of a new

spacecraft). In both cases, perfect knowledge of the production

schedule is required, both for satellites and launch vehicles (8:33-36).

If these change at a later date, a new GAP availability prediction will

be required.

Space system availability predictions are used routinely throughout

the Air Force and the Department of Defense to assess readiness and to

schedule procurement of replenishment and follow-on systems. Yet, the

underlying ccmponent reliability estimates from which the system

availability is predicted may be highly uncertain, making it impossible

to assess the degree of confidence one may have in the prediction.
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II. Literature Review

Introduction

The following is a brief review of the professional literature

relevant to space systems availability. The discussion includes a short

recapitulation of the history of reliability as a discipline and its

application to space systems availability prediction, current paths of

research into better ways to predict the reliability of space systems,

and the need to better understand the effect of reliability analysis

uncertainties on availability predictions.

Discussion

Historical Perspective. Until about 40 years ago, no formal

engineering reliability discipline existed. In the late 1940's and

early 50's, the concept of "reliability" slowly emerged from a general

understanding that better-made equipment lasted longer, to the beginning

of the field we know today. Perrotta and Scuma give credit for the

first qualitative definition of reliability to Robert Lusser, in 1952:

"The reliability of an object Is the probability that it will perform

correctly for an assigned period of time and under specific conditions"

(16:189). The use of the word "probability" in this definition is

significant, as reliability theory leans heavily on probability theory.

We will define the time-dependent reliability, R, of a system simply as

the probability of successful operation:

R(t) = Ps(t) (2)
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As systems increased in complexity and cost during World War II and

the post-war period, reliability became more important to the efficient

employment of resources, at both the national and ccmmercial levels.

During this time, much previous literature which had gone under such

headings as failure statistics, life testing, fatigue, maintenance, and

duty cycles, was grouped together into the field of reliability (16:189-

199).

At about this same time, the United States began to design and

build space systems. These systems were not only some of the most

complex and costly conceived to date but had the nearly unique problem

of having to operate with no maintenance at all. Clearly, the

reliability of these systems was of the utmost importance. Shooan

noted that the percentage of successful NASA space launches increased

from 62 to 83 percent in the short period from 1961 to 1964, indicating

that this fact was not lost on the space community, and that ". . . in

space programs reliability engineering is not a costly extra but the

only possible way to try and keep the tremendous costs within bounds by

making every rocket shot count" (18:8-9).

The predicted reliability of early space system was nothing more

than an extrapolation of the ground operating characteristics of parts

similar to those used on spacecraft to the expected operating conditions

in space, along with the liberal statistical manipulation of some

limited laboratory test data. This technique, although somwhat

refined, is still a major source of reliability predictions today.

In the middle Q6S6's, the Air Fr,--e avid the U.S. Navy began to plan

space missions in terms of constellations of satellites, rather than a
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single vehicle at a time. In this context, reliability is even more

important, since the predictions and observations of one satellite's

performance can be directly applied to the entire constellation.

Also, it is at this point that the concept of "availability"

becomes important. Availability refers to the probability, as a

function of time, that a space system is available to perform its

assigned mission, where the "system" may include several satellites, as

well as ground-based support, launch facilities, production lines for

replenishment satellites and launch vehicles, etc.

The underlying problem in space system reliability calculations is

that a prediction, not a demonstration, is usually the most that can be

hoped for. It would be very nice to have the time and resources to

fully test systems at the piece-part, assembly, "box," subsystem, and

system levels, to remove all doubts about the true reliability, but this

is seldom practical. This leaves only predictions of reliability, the

quality of which must rest on the quality of the assumptions implicit in

the analysis. As Hiltz observed:

. . . these estimates are based upon a priori knowledge without
which no estimate would be possible. Unfortunately, a prediction
is not a demonstration. It might be postulated that equipment
reliability can be demonstrated if (and only if) sufficient test
data can be accumulated to provide irrefutable evidence that the
failures encotntered during the tests are consistently
characteristic of equipment failures. . . The risk associated with
the decision will be a function of the assumptions made and the
degree of conservatism employed. If gross assumptions are made,
the prediction is also gross. (7:19)

Under these conditions, The Aerospace Corporation developed GAP to

support Air Force Systems Ccumand's acquisition of military space

systems. Although GAP does not calculate reliability itself,
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reliability is an important input to the availability prediction

algorithm (8:1-83; 14:1-24; 20:1-37).

Figure 2 is a conceptual diagram of the GAP simulation program,

showing its inputs and outputs. To predict system availability, one

inputs, as a minimum, the reliability of each spacecraft, the spacecraft

production and delivery schedule, the launch schedule, the launch

success probability, and the spacecraft orbital test timeline. The

basic methodology used by GAP has been widely disseminated and used

(4:1021-1025; 9:3-17).

Spacecraft

Reliability

Product ion Schedule

Launch Schedule Mission Availability
GAP

Launch Success Prob.

Test Timeline

Fig. 2. Conceptual Diagram of the Aerospace Corporation's Generalized
Availability Program (GAP) Simulation Model

For more complex scenarios, GAP is capable of handling a variety of

satellite reliability Inputs, requirements " r orbiting and ground-based

spare spacecraft, and truncation of individual satellite lifetimes due

to fuel depletion or other cause.
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But, for all its flexibility, GAP does not accurately predict the

availability of space systems. The typical experience, in both the

Department of Defense and in the commercial world, is that individual

spacecraft survive far longer than predicted. The only GAP input that

can account for the discrepency is spacecraft reliability. Some method

of improving the reliability estimate is clearly needed.

In the last few years, sufficient orbital experience has been

accumulated to seriously begin adapting prediction methods to more

closely match observed spacecraft reliability. In 1984, Bloomquist

reported on the results that could be achieved by analyzing Planning

Research Corporation's On-Orbit Spacecraft Reliability (OOSR) database

(then consisting of 374 spacecraft, 2500 anomalies, and over 3.75

million spacecraft operating hours) to categorize anomalies and identify

trends (2:186-191).

In 1985, Hecht and Hecht used both the O06R database and The

Aerospace Corporation's Orbital Data Acquisition Program (CAP) database

to put together anomaly data on ". . . over 300 satellites comprising 96

programs which were launched between the early 1960s through January of

1984" (6:1). They used the data to develop two separate methods by

which space system reliability prediction could be improved to more

closely correspond to on-orbit observations.

These are welcome accomplishments and, although the methods have

not yet becom widely accepted, capability exists in GAP and similar

models to incorporate them through the use of correction factors. Their

weakness is that they attempt to modify predictions for individual

systems to fit the observed reliability of the entire population of
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historical spacecraft. Any attempt to distinguish newer programs fron

older, or to categorized spacecraft reliability by mission type, much

less individual spacecraft type, rapidly diminishes the available

database to the point where there can be little statistical confidence

in the results obtained.

The current state of space system reliability prediction, then, is

dominated by two factors: an analytical approach to prediction which

does not correlate well to observation, and observations which, although

very valuable, cannot be employed with high confidence to individual

spacecraft.

Current Research. Reliability analysis is based on the fact that,

at any given time, a system can be described as set of exhaustive and

mutually exclusive states, where each state is a vector whose elements

are the operating status of each component of the system. Usually, a

vector element is set equal to "1" if the corresponding coponent is

operable and "9" if it has failed. For instance, the vector S =

{1,1,1,..., 1 would represent the state where all c-pcq~-nts are

operable.

For a system made up of k comipxnents then, there are 2k mutual ly

exclusive states that the system may occupy. At any given time, there

is a probability associated with each state that the system will occupy

that state. In this way, calculation of reliability can be accomplished

through the ccmputation of probabilities associated with each state, as

functions of time, and suing of the probabilities associated with

those states that correspond to satisfactory operating conditions of the
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system as a whole. If n out of the 2k possible states represent

satisfactory operating conditions theu, at any time of interest:

PS P (3)
i--L

Also, the probability of failure, Qs, is given by:

Qs = 1 -PS (4)

The following methods of making these calculations, based on

different assumptions, are taken primarily from a 1983 paper by Perrotta

and Scmma (16:192-196).

The Ccmbinatorial Approach. This is the simplest and most

widely used method of calculating reliability. Its basis is the

calculation of state probabilities from a functional diagram of the

system and known failure rates of individual components. A functional

diagram is nothing more than a representation of the system as a path,

or paths, from one component to another, at least one of which must be

fully operable in order for the system to operate (Figure 1).

The system diagram, as complicated as it may be, is built up of

ccumtnatinms of serial and parallel compoment paths, the reliability of

• hich can easily be calculated from basic reliability theory (18:129-

1%,4).

For n components in series:

P5 = PI(P2:Pl)(PS:PI,P2). • .(PaPl,P2,. • .,Pn-i) (5)
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where Pt is the probability that the ith compoient is operating

correct ly. For independent failures:

PsA P (6)

or, for identical components:

Pa = (p)n (7)

For n components in parallel:

Ps 1 - QI(Q2aQl)(Q:Qi,Q2)...(QDQI,Q3,. . .,-i) (8)

where, from Eq (4), Qi = 1 - Pt. For independent failures:

Ps = 1 -A Q1 1  (9)

or, for identical components:

Pg.= I - (Q)n (10)

System reliability calculation are ccmmmly simplified further by

making the assumption that the failure rates of individual components

are constant with time, as given in Bq (1) (5:1). This implies that

times between ccmponent failures can be modeled using an exponential

distribution, and allows the ccmputatin of a system level reliability

function fairly easily, since:

Pt exp(-,Xt) (11)

The constant failure rate assumption has long been observed to be

valid for electronic parts In ground-based applications. Since

electronics make up the majority of spacecraft ccmponents, the extension
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of the assumption to spacecraft seems natural on the surface. As more

actual observation data is accumulated, however, it is beginning to

appear that other factors may dominate (6:10; 11:8-9).

Nevertheless, the combinatorial method and its derivative, fault

tree analysis, are widely used. Government space system contractors use

combinatorial methods almost exclusively to calculate system

reliability. Current effort is primarily directed toward more efficient

algoritlms for analyzing the reliability of complex systems.

The Markov Approach. The Markov method of reliability

prediction has been applied to space systems because, in general,

failures of ccmponents are not entirely independent for systems with

redundancies. When this is the case, the ccmbinatorial method cannot be

applied without same a priori knowledge of the system conditional

failure probabilities -- knowledge that is seldom practical to obtain.

The Markov method, on the other hand does not require this

knowledge. The method rests on the Markovian assumption that the

probability of transition from one state to another is constant,

regardless of how the system reached the first state. It is then

possible to examine and sum the probabilities of transitioning to states

which allow the system to operate, given any initial state.

The disadvantages of this method are that it can be camputationaly

impractical for complex systems and that it includes an implicit

assumption that a failed cmpconent will be replaced, if at all, with a

redundant component of the same age, rather than one which In

essentially new. No mathematical development of the Markov approach is
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given here because it is not used in the reporting of space system

reliability analyses by government contractors.

Current research efforts on Markovian reliability methods are

concerned with both problems. In the case of the replacement

assumptions, "renewal theory" attempts to make the non-Markovian process

of replacement with a new unit into a Markovian process through the

introduction either of artificial state vector elements or of artificial

transitory states. While mathematically appealing, these methods serve

to separate the analysis from reality, in a sense, and have not been

widely accepted.

Empirical. Ekpirical methods are becoming available as data

on observed orbital reliability is accumulated. An empirical method is

merely the application of past observations of reliability to present or

future systems. Although it is sometimes difficult to intuitively

justify the application of past reliability observations to new and

different systems, the evidence indicates that much greater accuracy can

be obtained using empirical data (6:112-126).

One of the most useful improvements obtained from empirical data

may be an improved correction factor for failure rates of stand-by,

powered down, redundant ccmponents. The government requires contractors

to use a factor of *.5 when estimating these rates, meaning the assumed

failure rates of these ccmponents are half those of identical active

units. In contrast, the canercial world uses a factor of 0.1. This

represents a significant difference for these systems which have

extensive redundancy, and the 0.1 factor appears to correspond more

closely to reality (5:3).
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Uncertainty. Although reliability is only one of several factors

included in the prediction of system availability, errors in its

computation have a disproportionately large effect on overall accuracy.

This is due to the multiplicative effect of errors on the overall

reliability function of complex systems, the sensitivity of the

reliability function to departures from the assumption of exponentially

distributed failures at the component level, and the fact that

reliability is a factor over the entire mission duration for most

spacecraft components, not just before and during launch.

One of the most useful results of a thorough reliability analysis

can be an understanding of the relative importance of system components

to total system reliability (1:11). This allows a decision-maker to

efficiently allocate resources to more fully understand the failure

rates of critical components, thus improving the overall reliability

eztinmate, and to improve those t. es. Moreover, availability analysis

is a management tool, and an understanding and a consciousness of the

uncertainty in any management tool aids in its employment.

Space system reliability is, perhaps, the most important aspect of

predicting system availability. As an engineering discipline,

reliability In about 4S years old -- not much older than Its application

to space systems -- and roan exists for improvement.

The techniques of reliability analysis developed to date do not

accurately predict the on-orbit reliability of space systems. wn

combined with approaches based on empirical reliability data, however,
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much improvement can be made, although the confidence in applying these

approaches to any given satellite is not high.

An understanding of the sensitivity of reliability and availability

to errors in assumed ccmiponent failure rates is essential in order to

fully exploit the uses of availability prediction as a management tool.
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III. Methodoloy

The Space System Model

While the methods developed here may be applied to any satellite or

constellation of satellites, it was necessary to choose a particular

system as an initial subject and to use the Generalized Availability

Program (GAP) to predict its availability. The system chosen is a

single communications satellite and a 15-year mission. In order to

perform the mission, one fully operational spacecraft is required at all

times and the designated 15-year mission begins at the time the first

spacecraft is launched.

Along with individual spacecraft reliabilities, GAP requires the

following additional inputs: number of satellites produced (two), and

launch schedule (satellites will be launched at t z 0 and 72 months).

The actual satellite model chosen is the NATO III D comunications

satellite. Reliability information on NATO III D is taken directly from

the satellite contractor's report to the Air Force (5:3-80). This

spacecraft was chosen for its relative simplicity and because the data

is easily available, is unclassified, and is reasonably complete.

'ihe NATO III D satellite is broken down into seven subsystem:

ccmunzications payload (C0M); telemetry, tracking, and command (TIC);

attitude and antenna control (AAC); electrical power subsystem (EPS);

reaction contol equipment (RCE); structure (STIRS); and apogee kick

motor (AEI). Details on the model, including functional diagram. and

the associated math model, are provided in Appendix A.
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Only the first five subsystems are of immediate interest, since

their reliabilities are functions of tim.. The A104 subsystem is used

only for orbit injection at the beginning of the spacecraft's life, and

it's reliability can be included with and input to GAP as probability of

launch success. The satellite structure is stressed only by launch

loads and operates thereafter in a nearly benign envirornment. Structual

reliability, also, can be included with launch success probability.

System Level of Interest

A satellite may be conceptually broken down first into subsystems,

then "boxes," assemblies, subassemblies, and piece-parts. An average

satellite may have several tens of thousands of parts and, in fact, the

NATO III D spacecraft has just over 43,006. Clearly, it is not

practical to determine the effect of varying the assumed reliability of

each part on the overall system availability prediction. Nor is it

necessary since, at the piece-part level, the effects of very few, if

any, components would have measurable effects.

The method of investigation presented here is to deLermine first,

which subsystems most significantly affect system-level reliability,

then which boxes are critical to these important subsystems. Further

investigation -- what assemblies affect box reliability, what

subassemblies affect the assemblies, etc. -- is not performed for

several reasons.

First, it is not important in demonstrating the methodology. All

techniques and known pitfalls can be shown by investigating to the box

level.
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Second, a point of diminishing returns is reached, where changes in

the spacecraft reliability function are only margi,,ally observable as

the reliabilities of assembly and lower level components are varied.

This is related both to the relative homogeneity of NATO III D assembly

level failure rates and the nature of the Weibull parameter outputs of

interest. For other systems and applications, a deeper level

investigation may be required.

Third, the box level is the lowest level at which a spacecraft

contractor commonly performs any life testing. Lower level life

testing, if it is done at all, is done by vendors. Here, then, is a

level at which reliability may be based, in a few cases, directly on

test results and not on lower level failure rates and a math model.

Lastly, the box level is normally the level at which commandable

redundancy is provided on a spacecraft. In the design phase, impact of

box level reliability on system availability can directly bear on the

redundancy and multiple-path circuitry provided in the final product.

In the operational phase, changes in predicted system availability can

easily be determined when on-orbit failures of redundant components do

occur.

Experimental Design

Input failure rates at various levels for the spacecraft model are

as given in Table A-1, Appendix A, and are assumed to be independent

(5:1-80). This assumption of independence is comon for complex systems

made up primarily of electronic components and is completely valid at

the piece-part level. At higher system levels, however, we must keep in

mind that significant interacticos between components may be present
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and, in fact, are likely to grow more pronounced with each level we move

up.

Failure Rate Ranges and Variable Coding. Uncertainty in ccmponent

failure rates comes, ultimately, from the limited amount of data

available. For common piece-parts and simple subassemblies and

assemblies, failure rates may be taken from standard references such as

MIL-HDBK-217, which is a compliance document on all government space

systems contracts. Other parts may be subjected to lot-testing

techniques which allow fairly high confidence levels in their failure

rates.

But uncertainty is much greater in the rates of more unique, and

thus less exhaustively tested, components, and in components at higher

levels where reliability is reported as equivalent failure rates. If a

complete understanding of the effect of these uncertainties on the

accuracy of the availability prediction is to be gained, one must have

some prior knowledge, not just of every component's estimated failure

rate, but also of the range of uncertainty in the estimate. If this

information is not available, as it is not for the vast majority of

components in complex systems, some subjective estimate of the likely

range must be made by the investigator.

To simplify the methodology presented here, and because the

investigation does not reach below the box level, a common range of plus

or minus ten percent is used as the possible range over which all

component failure rates may vary. The object then becomes the

identification of those components which have the greatest effect on the
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system availability prediction as their failure rates, alone and in

ccmbination, are allowed to vary to these extremes.

For ease of later calculations, it is convenient to code the

reliability extremes for each componetit so that the upper extreme

transforms to I and the lower to -1. In general, a variable, U, may be

mapped to the variable, X, ranging frcm -1 to I through the following

transformation:

X - U - 0.5(UMAx + U,,) (12)
0.5(UMAX - UMIN)

In particular, the failure rate, X, of each ccmponent will be mapped to

X by:

X X - 0.5(XMAX +XMXN) (13)x .5(XMAX - XMIN)

Thus,

-=MAX - 0.5(XMAX + XMIN) (14)
1 .5(X.MAX - XMIN)

and

-1 AMIN - 0.5(XMAX + AMIN) (15)
.S5(XMAX - XMIN)

Table A-1 in Appendix A lists reported failure rates and failure rates

corresponding to the extrms of their ranges for the NATO III D

satellite model.

Two-Level Factorial and Fractional Factorial Design. Having coded

the component failure rates to two levels, a maxium and a minim=, the

effects of changes in these rates can be examined fairly simply via a
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two-level factorial design. This merely means observing the output of

the model -- in this case, the predicted system availability -- at every

possible cor'.ination of maxinmm' and minimum component failure rate. If

k components are to be considered, there will exist 2k observations

which must be taken if we are to fully understand the main effects of

each component rate and all the possible interactive effects (3:105-

109).

Clearly, the number of required observations rapidly becmes very

large if there are more than a few components of interest. The simplest

model we can hope to construct is one in which only the main effects of

individual component failure rates are dominant, and that interactions

among components are negligible. In this case, a much smaller number of

observations may be taken. For this reason, the simple model is

initia~ly assumed and then supplemental observations are taken if it is

found to be inadequate.

The number of observations required to assess only main events,

given k components of interest, and the exact construction -- which

component rates are set to maximum and minimum values for the

observation -- can be obtained from reference tables (3:164-165).

Experimental designs of this type are referred to as 2ak-P fractional

factorial designs. R is the resolution of the design. To distinguish

main effects only, it is necessary to construct a resolution III design,

thus, 2tixk -p designs will intially be required. If two-cmponent

interactive effects must be considered, a 21vk - P design will be needed.

Regression Analysis and Response Surfaces. The general model for

the effect of component reliabilities, X, on an output of interest, Y
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(to be further defined shortly), is assumed to be of the following form

wbhen only main effects are believed to exist:

Y = Be + BiXi + B2X2 + . . . + BkXk +E (16)

where Be, Bi, Ba, . . . Bk are constants to be determined and E is

random error.

This is referred to as a first-order linear model with k

independent variables, meaning it is linear in the parameters, B, and

linear in the independent variables, X (13:227). Regression analysis

provides the tools whereby Y may be estimated by estimating Be, Bi, Ba,

. . . Bk. This allows us to construct a new model:

Y = Be + BiXi + B2X3 + . . . + BkXk (17)

where the hat sign (^) indicates an estimated quantity.

If two-component interactions are present, Eq (17) must be

supplemented:

Y = B, + BiXi + B2Xa + • • • + BkXk + Bi.,XiX2 + B,isXiXs

+ . . . + Bk-.kXk-iXk (18)

For a detailed presentation of regression analysis, see Neter,

Wasserman, and Kutner, 1985 (0:23-296). For the purpose at hand, it is

sufficient to note that B9, Bi, B3, . . . Bk may be estimated by the

following matrix equation:

B = (Z'Z)-IZY (19)
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where Z, the design matrix, is a square matrix constructed from the

appropriate factorial or fractional factorial design and supplemented by

a colunm of l's in the first column. Other columns correspond to

separate main effects or interactions and denote, by +1 or -1, whether

they are at a maximum or a minimum for each run. Figure 3 shows the

construction of the design matrix for a 23 full factorial design.

Effect/Interaction: Xi X2 X3 XIX2 XIXs X2X3 XiX2X3

Rt: 1 Z +1 -1 -1 -1 +1 +1 +1 -1
2 +1 +1 -1 -1 -1 -1 +1 +1
3 +1 -1 +1 -1 -1 +1 -1 +
4 +1 +1 +1 -1 +1 -1 -1 -
6 +1 -1 -1 +1 +1 -1 -1 +1
6 +1 +1 -1 +1 -1 +1 -1 -1
7 +1 -1 +1 +1 -1 -1 +1 -1
8 +1 +1 +1 +1 +1 +1 +1 +1

Fig. 3. Design Matrix for a 23 Full Factorial Design.

Once the coefficients, Bo, Bi, B2, . . . Bk, have been estimated, a

graphical analysis may be used to determine the appropriateness of the

model given by Eq (17) by plotting the residuals, e, against the

predicted values, Y. Residuals are merely the difference between the

observed and the expected values:

e = Y - Y (20)

If the model is appropriate, e is expected to be randonly distributed

with a mean of 0. The plot, Lhen, should show that the residuals lie in
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a horizontal band centered about 0. Any systematic departure indicates

that the model may not be adequate (13:111-122).

Eqs (17) and (18) describes a surface in (k+l)-space, where k. now,

is the number of components that have been judged to be significant and

retained in the model. This "response surface" is a geometric

interpretation of the model and the methodology by which we arrive at

the model, including the designing of the experiment, is known as

response surface methodology.

In this work, regression analysis is accomplished with the aid of

the STATISTIX II software package. In addition to performing the above

calculations, this program allows easy comparison of alternate models,

analysis of variance (ANOVA) and data plotting for residual analysis

(19:1-66, 88-155).

The Weibull Reliability Function

For simple systems in which the components are functiorally serial

and have exponentially distributed failure times, the overall system

reliability will be of the form given in Eq (1). This is easily seen

from Eqs (1), (2), and (6):

R = (exp(-Ait)J[exp(-Xat)J . . . [exp(-Xkit)]

= exp(-Xit - Xat - . . . - Xkt)

= exp(-At) , A ki + Xs + . . . + Ak (21)

Such a reliability model is unsatisfactory, however, for more

complex systems. For the type of space system considered here, we will

still be constrained by the assumption of exponentially distributed

component failure times, but in constructing a system level math model
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we must also be concerned with such ccmplicating factors as corrections

for duty cycle and various functional redundancy configurations.

In this case, a more useful model is given by the two-parameter

Weibull reliability function:

R = exp(-t/ 3)a (22)

where a is referred to as the shape parameter and is dimensionless. 0

is the scale parameter and has the same units as t. For the degenerate

case of Ce= 1, it is easily seen that the Weibull reliability model of

Eq (22) is equal to the exponential model of Eq (21) with A = 1/. By

an appropriate choice of the two parameters, a and f3, a wide range of

potential reliability functions can be approximated. The flexibility of

the Weibull model is shown in Figure 4.
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Fig. 4. The Weibull Reliability Ftzctin.
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In order to evaluate availability, then, it will be necessary to

perform a regression analysis to determine the effect of individual

component failure rates on both a and it. Thus, we must be concerned

with two separate models:

a=Bea + BaX + BaaX2 + .• + BkaX (23)

and

3 zBoo + BifXi + B2a + . • . + BkXXk (24)

Care must be taken not to eliminate without justification any

ccmponents from the model which may significantly affect only one of the

Weibull parameters. Again, we must be aware that this simple model may

prove inadequate, and that we may be forced to adopt a more complex

model of the form given in Eq (18).

Calculation of the System Reliability Function

NAt III D system reliability can be calculated for any given time,

t, using the math model given in Appendix A. The parameters of a

Weibull approximation to the system reliability function are estimated

by evaluating the reliability at several values of t, spanning the time

range of interest, and using a least-squares algoritlm to curve-fit the

resulting data.

This was accomplished via the Reliability Update Program (RUP), a

dBASE III PLUS series of programs written for this investigation. RUP

uses a Hooke-Jeeves vector search algorithm to optimize and by

minimizing the square of Eq (20) (17:511-515). Other capabilities

include calculation of equivalent exponential failure rates at all

levels via the method of maxlmm likelihood (10:159) and easy editing of
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individual component failure rates and the times at which reliability

will be evaluated. RUP code and data files are given in Appendix B.

The NATO III D spacecraft was designed for a seven-year life and,

in all cases for this research, system reliability was evaluated at 20

vaiaes of t sptunni, 156 ,onthb (13 ye"b) to achieve a good

approximation. The resulting estimates of a and 0 are taken to be the

observations which are to be regressed for the models given by Eqs (23)

and (24). The NATO III D reliability function calculated by RUP for

nominal (contractor-reported) component failure rates is shown in Figure

5. Table 1 shows the accuracy of the Weibull approximation over the

156-month period, at the times that were used for all runs during this

invest igat ion.
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Table 1. NATO III D Spacecraft Reliability and Weibull Approximation.

Calculated Weibull
Time (months) Rel iabi 1 ity Approximation

1 0.997848 0.999659
10 0.976314 0.985674
20 0.946531 0 956439
30 0.916169 0.917493
48 0.829648 0.831180

55 0.794156 0.793961
60 0.767749 0.766603
72 0.701910 0.699420
80 0.656950 0.654221
84 0.634388 0.631699

90 0.600643 0.598174
100 0.545200 0.543405
108 0.502071 0.500973
115 0.465539 0.465095
120 0.440255 0.440271

130 0.391958 0.392824
140 0.346963 0.348522
144 0.329940 0.331722
150 0.305475 0.307529
156 0.282304 0.284553

Calculation of the System Availability Prediction

Once the parameters of the Weibull approximation are known, they

may be input to the Generalized Availability Program (GAP), along with

the other inputs previously described, to predict system availability

versus time. GAP is a Monte Carlo sinmlation model which makes entities

(spacecraft in this case) available to the system according to the

schedule specified by the input procurement delivery dates, launch and

test delays, etc. From this point forward, the "system" will be

understood to be the aggregate of the satellites being produced, rather

than a single spacecraft. A randca number between 0 and 1 is generated

and may, with a probability equal to the input launch failure rate,
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destroy the entity before it can be made available. If a successful

launch is simulated, the spacecraft's operational life begins. A second

random number between 0 and 1 is generated and, through the invt-re of

the Weibull reliability function, a failure time is assigned to the

spacecraft.

This procedure is repeated for each spacecraft and GAP keeps track

of the time when the system is "available" -- that is, able to perform

its mission. In the system used in this research, "available" equates

to at least one operational satellite in orbit.

By making these calculations a large number of times -- typically

100 -- GAP builds up statistics from which it calculates "probability

of availability" versus time. This, fimily, is the metric with which

we are concerned (8:1-83; 14:1-24; 20:1-37).

This research was conducted using a personal computer version of

GAP -- PC-GAP. Although much less flexible than the mainframe version,

it is accurate for the simple space system postulated here. For more

complex systens involving spacecraft with different reliabilities,

dormant storage correction factors, wear-out reliability problems,

truncation of operational life, etc., mainframe GAP is recommended.

By "availability prediction," we really mean "probability of

availability versus time." For a single spacecraft with no launch

success or scheduling umcertainty, the availability curve is the same as

the spacecraft reliability curve. The problem is, in fact,

deterministic at this point. As the overall system increases in

complexity, however, due to the factors mentioned above, the complexity

of a deterministic solution also increases and a simulation approach
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becomes attractive. Unfortunately, one of the main advantages of

simulation -- that of easily calculating variance across the simulation

runs and determining confidence intervals on the estimate under the

assumption of an accurate model -- is not implemented by GAP. It is

recommended that further research be conducted to incorporate these

calculations.

Figure 6 shows the GAP availability prediction for the 15-year

mission we have spe-ified. As for any mission model consisting of more
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Fig. 6. GAP Availability Prediction for 15-Year NATO III D Mission

than one spacecraft, the availability prediction is a curve with

discontinuities whenever a new satellite is made available to the system

(launched). This curve is very useful to a system manager, and depth
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and duration of its low points are of prime concern. Because only

component reliability is allowed to change in this investigation, and

not the mission model itself, we will take "average availability" to be

a useful metric. This is nothing more than the point availability

averaged across the 15-year missio, duration. While this is not a

commonly-u2ed measure of mission posture, it provides us with a way to

compare one prediction with another.

The end-to-end methodology applied here is as follows. First,

failure rates for all components in the spacecraft are set to maximum

and minimum values and the spacecraft reliability function for these two

cases is determined. This provides bounds between whicn all subsequent

rur.s should fall. The availability predictions associated with these

runs a&ie important in that they provide useful bounds on confidence in

the baseline predictions, although they cannot be construed as

confidence intervals in the normal sense.

Next, the sensitivity of the spacecraft-level Weibull reliability

function approximation to subsystem-level failure rates is determined.

This is done by setting the failure rates of all lower level components

within a subsystem to maximum and minimum values according to an

appropriate fractional factorial design and performing a regression

analysis.

After those susbsystems important to the regression model are

identified, a similar investigation is performed to determine which

boxes within those critical subsystems are critical to the spacecraft-

level reliability function.
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The adequacy of the model is assessed by performing another

regression analysis where the components investigated are all those

boxes determined to have been important, regardless of the subsystem to

which they belong.

.*. Gc.r .redit3n is made at each design point of this final model

to relate average availability directly to the failure rates of driver

components.
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IV. Implementation and Results

Baseline

The first step was to calculate the baseline reliability of the

NATO III D satellite and the availability of the two-satellite system we

specified. This was accomplished by, first, implementing the

Reliability Update Program (RUP) with nominal failure rate data for all

spacecraft ccFonents. Results of this stage were previously presented

in Figure 5 and Table 1.

Figure 5 shows the calculated reliability of the satellite at 20

values of time spanning 156 months, as we!l as the RJP-fitted Weibull

approximation. Table 1 lists the 20 reliability data points and the

value of the Weibull approximation at the same times. The actual

Weibul! parameters calculated by RIUP for the baseline case were: a =

1.626, and 3 = 135.54 months.

Next, the baseline availability prediction was made by the

Generalized Availability Program (GAP) using these caloulated

parameters. Other GAP input is listed in Table 2. The resulting

prediction of availability versus time was shown in Figure 6 and the

average availability over the 15-year mission was 0.8594. Figure 7 is a

reproduction of Figure 6, with the fitted Weibull reliability function

from Figure 5 superimposed to demonstrate the accuracy of the

simulation. When only one satellite is present, the deterministic

solution of the reliability function and the simulated availability

should be identical except for the randomness of the simulation, and

this is seen to be the case in the figure.
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Table 2. Baseline System GAP Inputs

Input Value

Duration 189 months
Time Step Size 1 months

1.626
135.54 months

Number of Trials 100
Random Number Seed 1
Single Launch Pad Constraint YES
Number of Constellations 1
Active Satellites Required 1
Spare Satellites Required 9
Satellite 1: Production Time 9 months

Launch Delay 9 months
Launch Success Probability 1.e
Wearout Expectat ion NONE
Truncation Expectation NONE

Satellite 2: Production Time 72 months
Launch Delay 9 months
Launch Success Probability 1.e
Wearout Expectation NONE
Truncation Expectation NONE
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Fig. 7. Baseline NATO III D Mission Availability Prediction With First

Satellite Reliability Function
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Maximum and Minimum Boinds

Once the baseline case was constructed, the possible bounds on the

Weibull parameters and on system availability were explored by setti'ng

all spacecraft ccmiponent failure rates to their maximum and mininnn

values at the same time, using RUP to estimate the Weibull parameters,

and using those parameters with GAP to make availability predictions.

All other GAP inputs were the same as those given in Table 2. Results

are shown along with the baseline case in 'able 3 and Figures 8 and 9.

Table 3. Baseline, Maximum, and Minimum Weibull Parameters and Average

Availability.

Case [ Avg Availability

Baseline 1.626 135.54 0.8594
Maximum Failure Rates 1.631 122.48 0.8311
Minimum Failure Rates 1.616 151.85 0.8865
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Fig. 8. Baseline, Maximum, and Mlniham Weibull Reliability Functions
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Two immediate observations can be made. First, a plus or minus ten

percent change in system-wide fpilure rates does not cause a very large

fluctuation in the average system availability -- only two or three

percent. While somewhat of a surprise, this finding should be

encouraging to system managers who use availability predictions. It

indicates that the overall sensitivity of the prediction to underlying

component reliability estimates is not great.

On the other hand, this effect is probably due, at least in part,

to the simple mission model that has been described. For a mission

involving more satellites and requiring more active satellites at all
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times, the effect is likely to be compounded. More research is required

in this area.

Second, the effects in availability that can be seen appear to be

due primarily to changes in 3, the Weibull scale parameter. Ten percent

changes in component failure rates resulted in ten to twelve percent

changes in 3, but changes only on the order of one-half of one percent

for a. This indicates that a is vary nearly a constant over the range

of component reliabilities we are interested in, and regression models

developed for a in the course of this work must be closely scrutinized

to see if any effects at all, other than the mean of the observations,

are significant. In particular, if the components driving a are found

to be different than those driving 0, it may be practical to accept the

model only, at least in the early part of the investigation when the

main objective is merely to identify critical components.

Identification of Critical Ccmponents

Critical components are investigated by using RUP to calculate a

and 0 for enough cambinations of maximum and runimum component failure

rates to satisfy the requirements of a 2 1 ,1
k - p fractional factorial

design. Analysis of variance (ANOVA) is used to decide upon a model

which eliminates those couponents which do not significantly contribute

to changes in o and 03. Predicted values of C and P a-re generated from

the model and residuals are plotted against the predicted values to

determine whether the model is adequate. If it is not, additional IRP

runs are made to explore interactive effects via a 2xvk-P design.

Subsystem-Level Drivers. The NAID III D spacecraft is broken down

into seven subsystem, of which two have no effect on this analysis
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because their relibilities are not functions of time. The structure

subsytem, Ps = 0.9998, and the apogee kick motor, Ps = 0.9754 (5:3), are

operated or stressed only during launch and orbit injection, and may

normally be included with launch success probability when making a GAP

prediction.

With only five remaining subsystems, it became practical to

implement a full 25 factorial design. This was particularly appropriate

because this is the highest level that can be investigated and, if

interactive effects are significant anywhere, we would expect them to be

so here.

32 RUP runs were made to get the responses, a and 3, corresponding

to the settings for maximum and minimum subsystem-wide failure rates

shown, in their coded forms, in Table 4.

Table 4. Subsystem-Level Design Settings and Responses

RUN SUBSYSTM RESPONSE

COI4 TIC AAC EPS I E a

1 -1 -1 -1 -1 -1 1.616 151.85
2 1 -1 -1 -1 -1 1.666 133.26
3 -1 1 -1 -1 -1 1.589 140.62
4 1 1 -1 -1 -1 1.638 125.14
5 -1 -1 1 -1 -1 1.616 150.44

6 1 -1 1 -1 -1 1.666 132.28
7 -1 1 1 -1 -1 1.590 139.42
8 1 1 1 -1 -1 1.639 124.29
9 -1 -1 -1 1 -1 1.615 149.70

1A 1 -1 -1 1 -1 1.664 131.76

11 -1 -1 1 -1 1.589 138.83
12 1 1 -1 1 -1 1.637 123.84
13 -1 -1 i 1 -1 1.616 148.32
14 1 -1 1 1 -1 1.664 130.81
15 -1 1 1 1 -1 1.590 137.67
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Table 4. (Continued)

RUN SUBSYSTEM R OSE
Cfl4 1TC C EPS RCE /

16 1 1 1 1 -1 1.637 123.02
17 -1 -1 -1 -1 1 1.608 151.89
18 1 -1 -1 -1 1 1.659 132.65
19 -1 1 -1 -1 1 1.583 139.92
20 1 1 -1 -1 1 1.632 124.58

21 -1 -1 1 -1 1 1.609 149.66
22 1 -1 1 -1 1 1.658 131.67
23 -1 1 1 -1 1 1.583 138.74
24 1 1 1 -1 1 1.633 123.74
25 -1 -1 -1 1 1 1.608 148.93

26 1 -1 -1 1 1 1.657 131.16
27 -1 1 -1 1 1 1.583 138.12
28 1 1 -1 1 1 1.631 123.39
29 -1 -1 1 1 1 1.608 147.57
30 1 -1 1 1 1 1.657 130.21

31 -1 1 1 1 1 1.583 137.H
32 1 1 1 1 1 1.631 122.48

Note that rums 1 and 32 are identical to those performed earlier,

in which all component failure rates were set to their maximum and

minimum values. Also, for all other runs the values of /3 stay between

the bounds set by the earlier runs, but values of a do not. The range

of a is now seen to be plus or minus two or three percent -- a much more

significant range than seen before -- and this may make it more

difficult to eliminate components which drive a but not /3.

Eq (19) now allows calculation of all compment effects and

interactions. Because /3 still has a greater potential range, it is

preferable to work with /3 first and then a when selecting a model.

Table C-1, in Appendix C, is a STATISTDX Il-formatted coefficient table
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for the main effects and two-component interactions. Table C-2 is a

STATISTIX II ANOVA table for the same model.

From the high values of the adjusted R2 statistic, it seems likely

that this is an acceptable model for 0 -- there is little need to look

for three-component and higher interactions. In fact, the model is

overspecified, and there are many effects and interactions "which don't

significantly drive it.

It appears that the (CM1 and TTC subsystems are the most

significant drivers of 03, so the logical course of action now is to form

a new model with only these two regressors. The coefficient and ANOVA

tables for this new model are shown below in Tables C-3 and C-4,

respectively.

This model appears to be quite good. The difference between the

new adjusted R2 (0.9803) and the old is small enough to suggest that the

new model accounts for most of quality that was present in the old one.

This model is tentatively accepted, then, and an attempt is made to

prove its adequacy via residual analysis. Residuals, given by Eq (20),

and values f P predicted by the new model are tabulated in Table C-5

with the observations of P from Table 4. The residuals are plotted

against the predicted values in Figure C-1.

Here, a problem arises. The residuals clearly show a nonlinear

tendancy, indicating that the model is not adequate and that one or nore

interaction terms is present. Referring back to the original model in

Tables C-1 and C-2, it appears that the CT interaction (CO44-TIC) is the

most likely prospect if, indeed, a single interaction term will allow an

adequate model.
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If the CT interaction is added back into the model, the EPS main

effect must also be added, since it is about the same magnitude. The

subsystem-level model for 9 will then have four regressors: (XM?4, TrC,

EPS, and CT. Subsequent analysis of the coefficient table, Table C-6,

the ANOVA table, Table C-7, the table of predicted values and residuals,

Table C-8, and the residual plot, Figure C-2, show this model to be

satisfactory and the model is adopted in the following form:

136.f0 - 8.2403(X?1) - 4.7078(TrC) - 0.8322(EPS)

+ 0.7447(OCW)(TrC) (25)

The independent variables, C14, TIC, and EPS, in Eq (25) do not

represent the lowest level components for which failure rate data is

available, so it is not appropriate to at'empt to use this equation by

ass' nirg .. -lucz tc them. Rather, they represent a scale of relibility

and Eq (25) is properly used by scaling all the lower level components

of which they are comprised, together, through the transformation given

by Eq (13).

The same procedure must now be followed to develop a model for a

at the subsystem level. First, the coefficient and ANCNA tables for a

model which contains all main effects and two-component interactions is

considered. These are presented, respectively, in Tables C-9 and C-1.

Again, the model is overspecified and several noncritical

subsystems can be eliminated. The objective is to keep the simplest

model which adequately explains the variation in a. As before, the

obvious model to try contains only CU4M and TIC. If this is inadequate,

the next logical addition is not EPS or the Cft-TM interaction, as was
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the case in the 0 model, but lXE -- the reaction ccintrol equipment

subsystem. It is preferable to avoid this, if possible, because RCE was

eliminated from the 3 model. Coefficient and ANOVA tables for the new

model are presented in Tables C-11 and C-12.

From the small change in adjusted R2, this appears to be quite a

good model and it shows marked improvement in the F-statistic due to the

increase in the model's degrees of freedom. The proof that the model is

adequate must come from residual analysis -- residuals and predicted

values of a are tabulated in Table C-13 and Figure C-3 is the residual

plot.

While the residual plot shows a slight downward trend, it is fairly

sare to ignore it, first, because it is not very great and, second,

because this type of trend is an indicator that a mathematical

transformation of the observations, rather than addition of interactive

terms, is probably needed to adjust the model. Since, at this level,

the objective is to identify the driver subsystems, this type of

discrepency can be accepted. The following subsystem-level model for a

is therefore accepted:

a = 1.6222 + 0.0259(C044) - 0.0145(TrC) (26)

Box-Level Drivers. The two subsystem-level models that have been

adopted, Eqs (25) and (26), include only three of the original five

subsystems: OCM4, TIC, and EPS. Because these three have been found to

significantly influence the parameters of the satellite reliability

function, the next step is to consider what components within each of

these subsystems are influential. They are considered one at a time.
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Communications Payload Subsystem (OCHN). The commnications

subsystem is has 28 different ccmponents at the box level. Clearly, it

is not practical to perform the 228 RLP runs required for a full

factorial design. A fractional factorial experiment must be designed

and, in keeping with the stated strategy of first implementing a

resolution III design, the 28 boxes were grouped into 11 groups, and the

groups were tested for main effects. This was accounplished in 16 runs

via a 21xtll- I design. Table 5 lists the components in each of the

groups.

Table 5. OCXH Subsystem Groups

GROUP CLASS -

A Low Failure Rate, Test Coupler
Serial Components Preselector Band Pass Filter

Coax Switch
Equalizer Band Pass Filter
Output Filter
Low Pass Filter
Beacon Inject Filter
Beacon Reject Filter
Coupler Detector

B 4edium Failure Rate, Wide Beam Receive Antema
Serial, Similar Wide Bean Transmit Antenna
C~cmpnents Narrow Beam Transmit Antenna

C High Failure Rate, Limiter
Parallel Compcnent

D Medium Failure Rate, Redundancy Control Unit
Serial Components Preamplifier

Port Circulator Switch
Circulator Switch
Wave Guide Switch

E Low Failure Rate, Attenuator
Parallel Components Downconverter
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Table 5. (Continued)

GROUP CLASS (Xt'FQ TIEZS

F Low Failure Rate, Hybrid Splitter
Parallel Components Local Oscillator Hybrid

G Low Failure Rate, Equalizer
Mixed-Use Components Isolator

H High Failure Rate, Local Oscillator
Parallel Component

I High Failure Rate, Driver Amplifier
Parallel Component

J High Failure Rate, Traveling Wave Tube Amlifier
Parallei Ccupotieat

K High Failure Rate Beacon
Parallel Component

The testing was conducted by setting all components in a group to

maximum and minimum failure rates ccording to the coded pattern given

in Table 6. Setting the failure rate of a box implies setting the

failure rates of all lower level components if data is available at the

lower levels. Responses, a and (, at the system level are given in

Table 7 for each rim.

Main effects of the groups are now calculated using Eq (19) and a

model is selected. The purpose here is to eliminate enough groups that

the overall number of boxes remaining is more manageable. One would not

normally expect to identify the critical components at this stage unless

the only groups not eliminated from the model have a single component in

them. As before, a model for 0 is determined first.
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Table 6. (XH Subsystem Design Settings

RUN JA I B C] D E IFJ G I H IIJ K
1 -1 -1 -1 -1 -1 -1 -1 -1 1 1 1
2 1 -1 -1 -1 1 -1 1 1 -1 -1 -1
3 -1 1 -1 -1 1 1 -1 1 -1 -1 1
4 1 1 -1 -1 -1 1 1 -1 1 1 -1

5 -1 -1 1 -1 1 1 1 -1 -1 1 -1
6 1 -1 1 -1 -1 1 -1 1 1 -1 1
7 -1 1 1 -1 -1 -1 1 1 1 -1 -1
8 1 1 1 -1 1 -1 -1 -1 -1 1 1

9 -1 -1 -1 1 -1 1 1 1 -1 1 1
16 1 -1 -1 1 1 1 -1 -1 1 -1 -1
11 -1 1 -1 1 1 -1 1 -1 1 -1 1
12 1 1 -1 1 -1 -1 -1 1 -1 1 -1

13 -1 -1 1 1 1 -1 -1 1 1 1 -1
14 1 -1 1 1 -1 -1 1 -1 -1 -1 1
15 -1 1 1 1 -1 i -1 -1 -1 -1 -1
16 1 1 1 1 1 1 1 1 1 1 1

Table 7. (XM' Subsystem Respo ses

L JUN a

1 1.654 128.85 9 1.649 128.67
2 1.594 143.32 19 1.598 143.28
3 1.596 142.98 11 1.598 142.68
4 1.649 128.79 12 1.645 128.83
5 1.652 129.17 13 1.651 128.53
6 1.598 142.44 14 1.597 142.90
7 1.596 142.85 15 1.596 143.56
8 1.656 128.57 16 1.648 127.75

The coefficient and ANOVA tables for the full model with all group

main effects Included, Tables C-14 and C-15, respectively, are presented

in Appendix C. One group, J, clearly stands out as a likely driver, so

a new model should be constructed with J being the only regressor. If

the new model is acceptable, no further investigation of the QM4

subsystem will be required because J Is a single-box group. Group J
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will be redesignated TWTA at this point -- the mnemonic for traveling

wave tube amrlifier, the only box in the group. New coefficient and

ANOVA tables are given in Tables C-16 and C-17.

The new model appears to be very good and to confirm it, residuals

and predicted values are tabulated in Table C-18 and plotted in Figure

C-4.

Again, the model appears adequate and is adopted in the following form:

: 135.82 - 7.1781(WTA) (27)

Next, the identical procedure is followed to determine an

appropriate model for a. First, all the main effects are studied via

the coefficient table, Table C-19, and the ANCNA table, Table C-20. As

with 0, group J, or TWTA, appears to be the dominant influence. A new

model with WTA as the only regressor is shown in Tables C-21 and C-22.

Again the model appears to be adequate, and this is confirmed with

residual analysis, Table C-23 and Figure C-5.

As at the subsystem level, the residual plot for a shows an

unwanted trend. In this case, it is a definite indication of

nonconstant variance in the residuals at different levels of a. If the

variance is, indeed, not constant, it may be an indication that the

Weibull prediction model we are trying to fit may not be entirely

adequate.

The assumption of constant variance in the residuals is fundamental

to linear regression analysis. As previously stated, however, accepting

less than a perfect model ?or a is justified, because the total range

over which a can vary is relatively much smaller than that of j.
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The following model for a is tentatively accepted, then, realizing

that a less than ideal model has been accepted at both the subsystem

level and the (X!4 subsystem box level:

a = 1.6232 + 0.0266(WlrA) (28)

This means putting increasing faith in the assumption that /9, and

not a, will ultimately be most important in describing a useful model of

system reliability. If this later turns out not to be the case, then

the models accepted fora will have to be revisted.

This completes the investigation of the O(H' subsystem. Only one

box-level ccmponent, TWrA, has been found to have significant influence

on the system-level reliability function. Eqs (27) and (28) describe

this effect.

Reasons were given previously for not investigating below the box

level. It is impossible in this case anywv, because 7TA is a

subcontracted box and the NATO III D contractor did not supply lower-

level component failure rate data to the Air Force (5:25-43).

Telemetry, Trackint and Cammand Subsystem (TIC). The TIC

subsystem has 13 box-level components. As with the C44 subsystem,

these were broken down into seven groups for screening, the idea being

to eliminate se groups and work with a reduced number of individual

boxes. Table 8 lists the TIC components by group.

A 2zxx1 -4 design of only eight runs was implemented to test for

main effects of the groups. Group failure rate settings and responses,

a and 3, for each run are shown together in Table 9.
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Table 8. TTC Subsystem Groups

GROUP CLASS C~fW

A Low Failure Rate, TTC Diplexer
Serial Components Hybrid

B Ccmmon-Function, Receiver DC/DC Converter
Parallel Components S-Band Receiver

C High Failure Rate, Command Processing Unit
Parallel Component

D Common-Function, Beacon DC/DC Converter
Parallel Components Beacon Telemetry Unit

E Ccommon-Function, Telemetry DC/DC Converter
Parallel Components Tel etry Generator

Teletry Interface Unit

F Commn-Funct ion, Transmitter DC/DC Converter
Parallel Components S-Band Transmitter

G Complex Component S-Band Antenna

Table 9. TIC Subsystem Group Design Settings and Responses

[A B ID JE P G a E
1 -1 -1 -1 1 1 1 -1 1.620 137.46
2 1 -1 -1 -1 -1 1 1 1.625 138.77
3 -1 1 -1 -1 1 -1 1 1.625 137.69
4 1 1 -1 1 -1 -1 -1 1.642 138.86

5 -1 -1 1 1 -1 -1 1 1.631 133.90
6 1 -1 1 -1 1 -1 -1 1.622 133.45
7 -1 1 1 -1 -1 1 -1 1.626 133.03
8 1 1 1 1 1 1 1 1.613 130.99

The full, overspecified models are not presented here. Instead,

the models judged to be adequate to explain group effects are considered

directly. Tables C-24 and C-25 in Appendix C are the coefficient and

ANOVA tables, respectively, in which groups A and G have been eliminated
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from the model. Residuals are not tabulated, but are plotted in Figure

C-6.

This model seems, ciearly, to be adequate and may even be

overspecified. But, by eliminating groups A and G, we have already

reduced the total number of components to 10, a slightly more ranageable

number. Because the next four groups one might consider eliminating --

B, D, E. and F -- appear to have effects of roughly the same magnitude,

it seems prudent to leave them all in the group screening mockA. The

group screening step has been only moderately successful Zor (3.

Next, a model force must be developed. Again, the full,

overspecified model is not presented, and a more compact version is

considered directly. Tables C-26 and C-27 and Figures C-7 present data

on a model for a which retains only groups C, E, and F, a subset of the

groups retained in the 13 model. Again, the residual plot, Figure C-7,

shows that there may be nonconstant variances in the residuals and,

again, the penalty of a less than ideal ce model is accepted in order to

preserve the 1 model. In fact, the residual data is not conclusive

because it is so sparse and the scale of tie residual axis is so small.

Next, the remaining 10 boxes in the Ti subsystem must be

investigated in detail. This is accamplished using a 32-run 21v'"

experimental design. A resolution IV experiment allows two-component

interactions to be identified and, while none were expected (none were

present at the box level in the (XMM subsystem), this is c convenient

and logical place to check the assumption.

The 10 Tr boxes remaining will be identified in the following

analysis either by their mnemonics or by alphabetical cares: RCVOION
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(A) , REVR (B), OW (C), BCNV (D), Eau (E) , TU4 (F), T IEN (G),

TUMINF (H), XMI0CON (I), and SXMR (J). Design settings and responses

are shown in Tables I and 11, respectively.

The full model for 3 is shown in Tables C-28 and C-29. A good

reduced model can be constructed by regressing only against components

C, G, and J ((4DU, TIMGEN, and SWM1R), as shown in Tables C-30 and C-31.

The adequacy of the reduced model is confirmed by analyzing the

residuals. Table C-32 lists the residuals and predicted values and they

are plotted in Figure C-8.

The TC subsystem model for Ois now accepted:

= 135.59 - 2.619@(4)U) - 0.6662(TUMGEN) - 0.4944(SXMR) (29)

The same three regressors also form a satisfactory model for a, as

seen in Tables C-33 and C-34 (the full model for a is not shown).

Again, this is confirmed in the residual listing: Table C-35, and the

residual plot, Figure C-9. The Trc subsystem model for a is:

: 1.6257 - 0.0026(CMDU) - 0.0053(TU41i) - 0.0040(SMMlR) (30)

This ccmpletes the investigation of the TICV subsystem. Three

common ccqxments, 04K), TMEN, and SMflR, have been found to be the

dominant influences on both P and a, as given in Eqs (29) and (30).

These are added to WTA from the (Xt44 subsystem as box-level drivers of

the spacecraft-level reliability function.
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Table 10. TIC Subsystem Design Settings

RUN A B C D E F G H I

1 -1 -1 -1 -1 -1 1 1 1 1 1
2 1 -1 -1 -1 -1 -1 -1 -1 -1
3 -1 1 -1 -1 -1 -1 -1 -1 1 -1
4 1 1 -1 -1 -1 1 1 1 -1 -1

5 -1 -1 1 -1 -1 -1 -1 1 -1 -1
6 1 -1 1 -1 -1 1 1 -1 1j-I
7 -1 1 1 -1 -1 1 1 -1 -1
8 1 1 1 -1 -1 -1 -1 1 1 1

9 -1 -1 -1 1 -1 -1 1 -1 -1 -1
19 1 -1 -1 1 -1 1 -1 1 1 -1
11 -1 1 -1 1 -1 1 -1 1 -1 1

12 1 1 -1 1 -1 -1 1 -1 1 1

13 -1 -1 1 1 -1 1 -1 -1 1 1
14 1 -1 1 1 -1 -1 1 1 -1 1
15 -1 1 1 1 -1I-1 1 1 1 -1
16 1 1 1 1 -1 1 -1 -1 -1 -1

17 -1 -1 -1 -1 1 1 -1 -1 -1 -1
18 1 -1 -1 -1 1 -1 1 1 1 -1
19 -1 1 -1 -1 ! -1 1 1 -1 1
20 1 1 -1 -1 1 1 -1 -1 1 1

21 -1 -1 1 -1 1 -1 1 -1
22 1 -1 1 -1 1 1 -1 1 -1 1
23 -1 1 1 -1 1 1 -1 1 1 -1
24 1 1 1 -1 1 -1 1 -1 -1 -1

25 -1 -1 -1 1 1 -1 -1 1 1 1
26 1 -1 -1 1 1 1 1 -1 -1 1
27 -1 1 -1 1 1 1 1 -1 1 -1
28 1 1 -1 1 1 -1 -1 1 -1 -1

29 -1 -1 1 1 1 11 -1
30 1 -1 1 1 1 -1 -1 -1 -1
31 -1 1 1 1 1 -1 - -1 -

32 1 1 1 1 1 1 1
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Table 11. TC Subsystem Responses

RUN C1 RUN a

1 1.617 137.71 17 1.637 139.40
2 1.629 139.12 18 1.627 138.22
3 1.638 139.12 19 1.621 136.73
4 1.627 137.80 20 1.630 137.62

5 1.631 134.51 21 1.614 132.10
6 1.619 133.11 22 1.624 133.12
7 1.614 131.72 23 1.632 133.15
8 1.625 132.85 24 1.624 132.22

9 1.627 138.77 25 1.629 138.59
10 1.635 139.69 26 1.619 137.27
11 1.630 138.17 27 1.627 137.28
12 1.619 1:;7.00 28 1.640 138.69

13 1.622 133.45 29 1.621 132.79
14 1.614 132.52 30 1.632 133.95
15 1.622 132.53 31 1.627 132.55
16 1.635 136.10 32 1.613 130.99

Electrical Power Subsystem (EPS). The EPS subsystem has 33

box-level ccmponents which are divided into 11 groups for screening

according to Table 12. As before, an attempt is made to eliminate so

groups in order to reduce the total number of observations required. A

2111l-7 experiment was performed with group maximum and minimum failure

rate settings as indicated in Table 13. a and 03 responses are listed

in Table 14.

The full models for a and 0 are not presented and those judged to

be adequae to explain th- observations are examined directly. Tables

C-36 and C-37 show a model for P9 based only on three groups: A, G, and

J. The model seems adequate frcm the values of the F-statistic and

adjusted R 2, and this is confirmed by the residual plot shown in Figure

C-10.
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Table 12. EPS Subsystem Groups

GROUP CLASS CICMNENTS

A Serial Components Main Solar Cell Array
Battery Solar Cell Array
Solar Array Relay

AGE/RCE Circuit
Circuit Breaker Reset Relay
Circuit Breaker Relay

B Low Failure Rate, Resistor Set A
Multiple-Copy Resistor Set B
Components Resistor Set C

Capacitor Assembly 1
Capacitor Assembly 2

C High Failure Rate, Fuse
Multiple-Copy
Component

D Low Failure Rate, Error Amplifier
Pa 3Ilel Components Majority-Voter

Boost Converter
Electronic Compiler Assembly

E Medium Failure Rate Shunt Driver
Components Shunt Set

TWIA Circuit Breaker

Ai4 Circuit
AKM Igniter Squibs

F Medium Failure Rate Misc Chassis Couponents
Miscel laneous Battery Charge Sequencer

G Medium Failure Rate Current Telmtry Circuit
Serial Components Voltage Telmtry Circuit

Fuse Block

H High Failure Rate, Automatic Discoxmector
Crmon-Funct ion Automat ic Reconnector

I High Failure Rate Pulse-Wldth Modulator
Component

J High Failure Rate Battery
Cmpnent

K Medium Failure Rate, Battery Charge Controller
Common-Funct ion Undervol tage Controller
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Table 13. EPS Subsystem Group Design Settings

RUN I C I D -E F - = I K

2 1 -1 -1 -1 1 -1 1 1 -1 -1 -1
3 -1 1 -1 -1 1 1 -1 1 -1 -1 1
4 1 1 -1 -1 -1 1 1 -1 1 1 -1

3 -1 1 -1 -1 1 1 -1 - -1 -1 1
4 1 1 -1 -1 -1 1 -1 1 1 -1 -1
5 -1 1 1 -1 1 -1 1 -1 -1 1 -1
6 1 -i 1 -1 -1 1 -1 1 -1 1 1

7 -1 1 -1 1 -1 -1 1 1 -1 1 -1
13 1 -1 1 1 1 -1 -1 -1 1 1 -1
'I -1 1 -1 1 1 -1 1 1 -1 1 1
12 1 1 -1 1 1 1 -1 1 1 1 -1
11 -1 -1 -1 1 1 -1 -1 -1 1 -1 -1
12 1 -1 -1 1 -1 -1 -1 1I -1 1 -1

13 -1 -1 1 1 -1 -1 -1 1 -1 -1 -1
16 1 -1 -1 1 1 -1 -1 -1 1

Table 14. EPS Group Subsystem Responses

RN ja RNa

1 1.632 135.49 9 1.628 134.93
2 1.620 135.52 16 1.624 136.09
3 1.627 136.15 11 1.623 135.63
4 1.625 134.88 12 1.639 135.41

5 1.627 135.09 13 1.632 135.61
6 1.625 135.96 14 1.620 135.43
7 1.623 135.73 15 1.626 136.31
8 1.630 135.27 16 1.626 134.69

The sarn three groups are seen to provide a good model for a,

provided one is still willing to accept a slight trend in the

residuals, in Tables C-38 and C-39 and Figure C-11.

At this point, 8 of the 11 groups in the EPS subsytem have been

screened out, reducing the number of components that must be further

investigated from 33 to 11. This further investigation is accomplished
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by subjecting the remaining 11 components to another 21x' - 7

experiment.

The components will be identified either by their nremonics or

their alphabetic codes: ARRAY1 (A), ARRAY2 (B), SAREL (C), BATR (D),

AGIRCE (E), CBRR (F), CBR (G), ITIM (H), VT12 (I), FUSEPL (J), and BAT

(K). The component maximum and minimum failure rate settings used are

the same as were used for the group screening and are shown in Table 13.

The observations of a and 9 taken are listed in Table 15, below.

Table 15. FF5 Subsystem Responses

1 1.631 135.37 9 1.628 135.07

2 1.621 135.65 1A 1.624 135.94
3 1.628 135.16 11 1.631 135.45
4 1.625 135.84 12 1.621 135.56

5 1.628 136.14 13 1.623 135.67
6 1.625 134.89 14 1.630 135.35
7 1.622 135.76 15 1.627 136.22
8 1.630 135.27 16 1.625 134.79

The full model for is shown in Tables C-40 and C-41, and a

reduced model with only three regressors, APRAY1, ITUM, and BAT, is

shown in Tables C-42 and C-43. This second model appears to be

adequate, as seen by the residuals in Table C-44 and Figure C-12. The

following EP9 subsystem model for $is then accepted:

= 135.51 - 0.0969(AIRAY1) - 0.1894(ITLM) - 0.3394(BAT) (31)

Next, the same process must Le implemented to find a model for a.

Tables C-45 and C-46 are the coefficient table and the ANOVA table.
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respectively, for the full a model. Tables C-47 and C-48 show that the

same three regressors as used in the 3 model, ARRAY1, ITIM, and BAT,

form a good model for a. Again, the adequacy of the model is confirmed

with residual analysis, Table C-49 and Figure C-13.

Thus an EPS subsystem model forcemay be adopted:

' 1.6262 - 0.0011(ARRAY1) - 0.0021(ITM) + 0.0023(BAT) (32)

and ARRAY1, ITLM, and BAT are added to tiw list of box-level drivers.

Box-Level Response Surface

At this point, seven potentially critical ccmponents at the box

level have been identified: TWlrA, CMDJ, TTk(EN, SWI'R, ARRAY1, IT4,

and BAT. These seven have been identified while working separately with

three different subsystems and, in order to model the system as a whole,

they must now be considered together. Thus, the interim models

developed for 1 and a , Eqs (27) - (32), cannot be used for anything

beyond the identification of the independent variables (components)

that will now be of further interest.

rnstead, another regression analyis must be performed, using the

seven remaining components as regressors. This gives a system-wide

response to box-level regressors. Remembering from Eq (25) two-

ccmponent interactions need to be considered at the system level, a

2xW - 3 , 16-run experiment is implemented and the observations regressed

against, not just main effects, but also all interactions between

components of the C04( and TIC subsystems. Explicitly, the IWA-OCDU

(TI.), 'IWA-T GW (TT), AND IW A-SM41[R (TS) interactions must be

considered.
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Tables C-50 and C-51, Appendix C, are the coefficient and ANVA

tables for the full box-level model for 0.

A reduced model with only six regressors is shown in Tables C-52

and C-53 and its adequacy is confirmed by analysis of the residuals in

Table C-54 and Figure C-14. These six regressors, then, give the final

response surface for 13:

1 135.82 - 7.1875(TWTA) - 2.7187(Q4U) - 0.5888(TU4CEN)

- 0.4162(SXI4TR) - 0.3525(BAT) + 0.4075(TWA)(CMDU) (33)

Similarly, the box-level model foramust be c1:termined. The full

model showing all main effects and the previously specified two-

component interactions is shown in Tables C-55 and C-56. A good reduced

model for a can be found using the same five main effects as for 3, but

without the lWTA-Q41U interaction. This is as expected, remembering

from Eq (26) that, at the subsystem level, no interactiu,- were required

in the model for a.

Tables C-57 and C-58 show the reduced model and analysis of the

residuals in Table C-59 and Figure C-15 shows the model to be adequate.

Thus, the final box-level response surface for a is:

o = 1.6231 + 0.0266(IWrA) - *.0022(QIU) - 0.9051(T1lM)

- 0.0036(SMTR) - 0.024(BAT) (34)

Availability Response Surface

The objective of this research is to understand the effect of

changes in ccuponent reliability on overall system availability. A

necessary intermediate step is to niderstand the effect of ccmponent

62



reliability on th- parameters of a fitted Weibull reliability function

at the spacecraft level, and this has now been accomplished.

To investigate further, two methods suggest themselves. First,

knowing the effect of critical components on a and 3, average

availability could be regressed against these two parameters and,

assuming an adequate model could be found, the availability-to-failure

rate expressions could be derived by combining the two models. This new

regression could be accomplished by determining average availability via

the GAP program for any reasonably-sized subset of the combinations of l

and 0 already collected in the course of this research.

Alternatively, average availability could be regressed directly

against component failure rates using the Weibull parameter responses

(Tables C-54 and C-59). This may be done merely by evaluating average

availability via GAP for each of the 16 combinations of a and 0 listed

and treating these as the responses for a new regression analysis.

Either of these approaches is acceptable. The latter is chosen

because it avoids the possiblity of introducing higher-order models than

have so far been required and because it may reasonably be assumed that

any lack of fit in the model derived this way is of the same order of

magnitude as the lack of fit error in the a and 3 response surfaces,

whereas matrnmatically combining two models might multiply any lack of

fit error.

To proceed, then, 16 GAP runs are made using the values of 03 from

Table C-54 and a from Table C-59 associated with each prior RUP run.

All other GAP inputs are the same as shown in Table 2. Average

availability, A, responses are listed in Table 16 below. These are
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Table 16. Inputs and Average Availability Responses

RUN U I A UN] CY__ A

1 1.608 148.08 0.8801 9 1.601 145.79 0.8757
2 1.665 131.64 0.8547 10 1.649 131.15 0.8523
3 1.598 141.05 0.8672 11 1.600 139.78 0.8651
4 1.656 126.83 0.8435 12 1.649 126.98 0.8433

5 1.596 145.16 0.8742 13 1.587 145.52 0.8740
6 1.648 131.01 0.8519 14 1.649 129.99 0.8499
7 1.599 139.62 0.8647 15 1.583 139.09 0.8623
8 1.644 126.53 0.8418 16 1.638 124.96 0.8376

the responses for a 21v 7 -3, 16-run experiment with the same maximum and

minimum failure rate settings as were used to formulate the box-level

response surfaces for a and 0.

Tables C-bo and C-61 illustrate a full model of the main effects of

all seven potential driver components, as well as the TC, TT, and TS

interactions. As before, a reduced model is possible and, in fact, the

model can easily be reduced to four regressors, less than for either the

or a models from of Eqs (33) and (34). This reduced model is

illustrated in Tables C-62 and C-63. As always, the adequacy of the

model must be demonstrated through residual analysis. Residuals are

listed 'n Table C-64 and plotted in Figure C-16.

Now the box-level response surface model for availability may be

written:

A 0.8586 - *.01177(IWTA) - 0.005456(C4UJ) - 9.001594(TU.E)

- .001119(SE4IR) (35)
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Reverse Variable Transformations

All response surface models developed so far have been stated in

terms of coded component failure rates. Substitution of actual

component failure rates for the coded values must now be made. From Eq

(13) and Table A-i, Appendix A:

WrA 7XTWTA(19) - 8880 (36)888.0

CU = XCMDU(19) - 1390 (37)139.9

MXTLMGE(10') - 1277 (38)
127.7

- XSXMTD(10') - 921.9 (39)
92.10

BAT = XUAT(I0') - 620.9 (40)
62.09

Therefore, Eqs (33), (34), and (35) may be rewritten as:

=3 289.21 - 1.2 68(187)(XTWTA) - 4.888 (107 )(XcmDu)

- 4 .6 11(1 6 )(XTLGSN) - 4.51 9 (IlO)(XSXMTB) - 5.67 7 (106 )(XBAT)

+ 3 .3 1(lS11 )(XTwTA)(XCMDu) (41)

a = 1.4901 + 2 .9 9 5 5 (19 4 )(XTWTA) - 1.58 27(1 4 )(XCMDU)

- 3 .9937 (104)(XTLGs,) - 3.988(14)(XSXTB)

- 3 .865 4 (14)(XBA) (42)

A = 1.0580 - 1.3 255(104)(XTwTA) - 3 .9 252(1G)(XMDu)

- 1.2482(14)(XTLMGN,) - 1.2 15O(19 4 )(XSXMT) (",
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With Eq (43), the objective has been accomplished. The NATO III D

spacecraft reliability model in Appendix A identifies 190 components at

the box level. This number has been reduced to only four critical boxes

and the parameters of the spacecraft-level reliability function and the

availability of the two-satellite, 15-year mission have been described

in terms of the failure rates of these four components.

Validation

The response surfaces given by Eqs (41), (42), and (43) were

briefly tested by choosing four combinations of reliability for the five

critical components in the equations. Table 17, below; sho-wa these four

combinations (in percentage change frmn nominal failure rates), and

Table 18 gives the values of u, 03, and A predicted by the response

surfaces, and corresponding values determined by actually making the

necessary RUP and GAP computer runs. Clearly, the surfaces predict the

actual values quite well -- at least to the third significant figure.

Table 17. Response Surface Validation Test Settings

Test IWA OfU T14" SXIfR BAT

1 + 5A MA +1WA +14M +1'
2 +% I + MA + 5% + 5%A + %
3 -5% - MA - 5M - 5% - B
4 W9A -10'A -14M -10A - 1A

Table 18. Response Surface Validation Test Results

AA

Test a a /3 A A

1 1.625 1.633 130.87 130.76 0.850 0.850
2 1.630 1.634 130.09 130.17 9.849 0.849
3 1.616 1.616 141.35 141.37 0.869 0.869
4 1.636 1.635 139.90 139.60 0.867 0.868
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V. Conclusions and Reccmmendations

Interpretation of Response Surfaces

The reponse surfaces that have been generated identify the

components at the box level that are most critical to mission success,

and quantify the effects that uncertainties in their failure rates have

on that success. In general, the components identified as critical are

among those with the highest individual failure rates, but this is not

always the case. In fact, three of the five boxes shown in Appendix A

to have the highest failure rates were not selected as critical to the

response surface models developed here. This occurs because redundancy

configurations. duty cycle and other factors affect the requiremcnts of

a component in a complex system.

The mere identification of critical components can be important to

a system iranager. In design a.-d manufacturing, these components may

receive special attention and resources, if not to improve their

reliability, at least to make sure their reliability is known with a

high degree of certainty. In the operational phase of a space mission,

particular care may be taken to update their reliability estimates as

more data becomes available, in order to better understand current and

future mission status.

The response surfaces derived here provide a way to quantify the

benefits of improvement in component reliabilities. For instance, if a

program director believes he can spend a certain amount of money and

obtain a ten percent decrease in IWIA and CMU failure rates, Eq 43 (or
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Eq 35, if it is preferable to work in coded variables) shows an increase

in average mission availability from 0.859 to 0.876 can be expected.

If this doesn't seem like much, consider the director whose program

management cirective includes, as a goal, the maintenance of 0.8

probability of availability. Using Eqs (4i) and (42) (or (33) and

(34)), we can quickly generate new Weihull parameters and make a GAP run

to compare point availabilities. Figure 77 showG that the time during

the 15-year mission '.hen the objective is not met has been reduced from

54 months to 43 months. Average availbility was determined by GAP to be

0.8760 for this case, confirming the expected result obtained from the

modei of Eq (43).
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Fig. i9. NATO Mission Availabilty: Baseline Case and With I9%
Improvement in IWIA and C(M24 Reliability
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The response surface for average availability, Eq ('*3), is specific

to the NATO satellite and the missi- model described. Eqs (41) and

(42) describe the parameters of the satellite reliability, and so are

not dependent on any particular mission model. Because point

availability and not average availability is a more comonly used

metric, Eqs (41) and (42) are probably of the most use. As indicated,

it is a simple matter to use these response surface equations to

generate Weibull parameters, make a GAP prediction, and analyze the

results graphical ly.

Conclusions

Response surface methodology is a useful tool in making space

system availability predictic.s. It provides two major advantages to a

system manger: it aids in the identification of ccmponents Whose

reliability is most critical to overall system availability, and it

allows quantification of the benefits to be had by increasing the

reliability of those critical ccmponents.

In general, the sensitivity of the predicted syt, a.ailability to

component failure rates does not seem to be very great. For the mission

model specified, a simultaneous increase or decrease of ten percent in

all system ccmPonentN only causes a two or three percent change in

average availability. Possible reasons for this low sensitivity include

the relatively simple mission model selected, the robustness of the NATO

III D spacecraft in terms of redundancy, and the c',oice of average

availability as the response metric.

V ere is significant uncertainty in cuteent methods of making space

systems availability predictions, and the underlying component
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reliability estimates are only one source of this uncertainty. By using

the methodology presented here, one can identify critical components,

derive a response surface describing the effects of those components,

failure rates on reliability parameters of interest, and, by considering

what the bounds on those failure rates might reasonab!y be, place

subjective bounds on the confidence one has in an availability

predict ion.

Reccmmendat ions

Much room exists for improvement in the way the availability uP

space systems is predicted. In particular, uncertainty in the

prediction is rarely addressed. A prediction with no way to measure the

level of confidence one may have in it is a poor management tool, and a

real need exists for a way to put t,-ue confidence intervals on the

predictions. This thesis hF.. begun to address one tLrea of uncertainty,

that of the underlying component reliability estimates, but much remains

to be done.

The current work is fairl, narrow in that it applies to only one

type of spacecraft and one missicrn model. It is recommended that the

results obtained be confirmed by further applications. iivestigation of

other mission model- would be particularly easy because only

availability predictions -- G&P runs -- need be made. No new

calculations of Weibull parameters ere required.

The ultimate goal in the fi:!Id of availability prediction should be

that anyone " o works with space system be able tr, quickly and

accurately make predictions, oiven that the system reliability model is

available, and attach a confidence level to it. Quantifying eorfidence
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means quantifying uncertainty, and that is where further research must

be directed.
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Appendix A: NATO III D Spacecraft Reliability Model

Ccuponents Listing

Table A-1 is a listing of all NATO III D spacecraft components used

in the math model from which relisbility calculations are made for this

investigation. Given are the baseline failure rates for each component,

the system level the component falls in, and the uncoded maximum and

minimum failure rates used in the various experimental designs.

Equivalent failure rates for components whose reliability is

calculated by RUP from the rates of lower level components are marked

with an asterisk (*). No coded maximum and minimum rates are applicable

for these components.

All failure rates are given in terms of number of failures per 19'

operating hours.

Table A-1. NATO III D Spacecraft Ccmponents Listing and Failure Rates

(Ford: 3-80)

Component Nam X Level XMAX XM IN

CC*MICATIONS SLMSYST24 2981.29* SSYS
REDNDANCY C(NIW)L UNIT 29.81* BOK
IU POWR SELEMOR 6.48* AS
RM PS BEAY 1.16 PART 1.21 @v99
RCU PS DC/DC CONVI4V 142.0 PART 156.20 127.89

RCU COU4M S EMl 9.25* AM
RCJ CS LOA OSC SLEC'l 6.26 PART 6.82 5.58
RJCS EFA SHEC1U 19.0 PART 11.60 9.0
IRU CS PA1P SELEUM 19.60 PART 11.60 9.0
RCU CS LIMITER SELECI'l 12.40 PART 13.64 11.16

TM 7WrA S8LEUIK 0.37* ASH
TCU IS MODE SEMCM 112.60 PART 123.20 10.88

RU 'S 1WTA SELUtR 15.60 PAr.A 16.50 13.56
RIU TS WB/NB SELWM 15.0 PART 16.56 13.50
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Table A-1 (Continued)

Ccuqoent Nam x Level1  XMA~qX XMIN

RICU IS DRIVER SELECT 12.40 PART 13.64 11.16
RCU LMTETfl GAIN SELECTOR 4.38* A4I
RCU LGS RELAY TYPE 1 1.06 PART 1.17 0.95
IKU LGS RELAY TYPE 2 1.16 PART 1.28 1.04
ICUr LGS RESISTOR 0.02 PART 0.02 0.02

RLU DIRECT BUS CONNECTION 0.57* ASK
IKJ DOC RESISTOR TYPE 1 0.05 PART 0.06 0.04
ROJ DO RESISTOR TYPE 2 0.10 PART 0.11 0.09
WB RECEIVE ANTENNA 38.30* BOX
WB RBCEIVE ANT ASSEMBLY 8.48* ASi

WER HORN SECTION 0.10 PART 0.11 0.09
WB HOR JOINT 0.10 PART 0.11 0.09
WBR HORN COVER 0.10 PART 0.11 0.09
WER THEH4L FINISH 0.10 PART 0.11 0.09
WBR M E GENERATOR 1.00 PART 1.10 0.90

WE WG TRANSITICN 1.00 PART 1.10 0.90
WER W FLANGE 0.50 PART 0.55 0.45
WBR WG, FLANGE FASIt 0.10 PART 0.11 0.09
WBR G BRAZED JOINT 0.20 PART 0.22 0.18
WER UPPER 'Wt RUN 8.10* AS4

WE W1 WG FLANGE 0.50 PART 0.55 0.45
WER W1 W FLAN FASTENER2 0.10 PART 0.11 0.09
WBRW1 WG SECTICN 0.10 PART 0.11 0.09
WER W1 WG RUN 0.10 PART 0.11 0.09
WBR W1 WG FLEX SECTICN 1.00 PART 1.10 0.90

WBRW1 30 DBEND 0.20 PART 0.22 0.18
WER W1 1 45 D BEND 0.20 PART 0.22 0.18
WERW1 W 60 D BED 0.20 PART 0.22 0.18
WER W1 W 90 1rEND 0.20 PART 0.22 0.18
WER Wi WG BRAZED JOINT 0.20 PART 0.22 0.18

WER RFJBC WG RUN 2.51* AS4
WEBR W2 W FLANGE 0.50 PART 0.55 0.45
WEBW2W FAN FASTENER 0.10 PART 0.11 0.09
WEB SECTION 0.10 PART 0.11 0.09
WEW WG 45 D BEND 0.20 PART 0.22 0.18

WEB W2 WG BRAZED JOINT 0.20 PART 0.22 0.18
WEBR OLM REJECT CHANNEL 14.27* A.94
WEBR ORC W FANGE 0.51 PART 0.55 0.45
WEBR OC FLANGE FASTEMh 0.10 PART 0.11 0.09
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Table A-I (Continued)

Component Name x Level ] ,MAX AMIN

W ORC TRANSFUM1E 1.00 PART 1.10 0.90
WBR ROTARY GCAX CHOKE 1.00 PART 1.10 0.90
WB REJECr ODAX SECION 1.00 PART 1.10 0.90
WBR HORN JOINT SPACER 0.10 PART 0.11 0.09
WBR OR WG HYBID 1.0e PART !.10 0.90

WBRORC WG BRAZED JOINT 0.20 PART 0.22 0.18
WBR LOWER 1t RUN 4.93* A94
WER W3 WG FLANGE 0.50 PART 0.55 0.45
WBRW3 FLANGE FASTENER 0.10 PART 0.11 0.09
WBR W3 %U SECTION 0.10 PART 0.11 0.09

WBR W3 WG RUN 0.10 PART 0.11 0.09
WRW3 W FLEX SECTION 1.00 PART I.10 0.90
WER W3 WG 60 D BEND 0.20 PART 0.22 0.18
WER W3 W3 BRAZED JOINT 0.20 PART 0.22 0.18
TEST COUPLER i.00 BOX i.i0 0.90

PRESELECI BP FILTER 13.00 BOX 14.30 11.70
cDAX SWITCH 25.00 BOX 27.50 22.50
PMA.P 81.00 BOX 89.10 72.90
ATThT UA IJR 13.00 BOX 14.30 11.70
HYBRID SPLITTER 17.00 BOX 18.70 15-39

PRT CIRCATCTOR SWITCH 30.00 BOX 33.00 27.00
BAND PASS FILTER 13.00 BOX 14.30 11.70
EQUALIZER 13.00 BOX 14.30 11.70
LIMITER 383.90 BOX 421.30 344.70
LOL.L OSCILLAlTR 591.00 BOX 650.10 531.90

LOA OSCCILLATOR HYBRID 37.0 BOX 40.70 33.30
DOWN CONVERTER 128.N B9K 140.80 115.20
ISOLATOR 13.0 BOK 14.30 11.70
CIRCUIATMl SWITCH 50.90 BOX 55.0 45.0
DRIVER AM4PLIFIEl 222.00 BOX 244.20 199.80

1W l APLIFI= 8880.90 BOX 9768 .2 7992.09
WAVE GUED SWITCH 20.00 BOX 22.0 18.0
CtTPff FILTM 5.00 BOX 5.50 4.50
LOW PASS FILTER 5.90 BOX 5.50 4.50
BEACON INJECT FILTE 5.00 BOX 5.50 4.50

BEACON REJECT FILTER 13.00 BOX 14.30 11.70
COUPLER Dg11OR 32.0 BOX 35.20 28.80
BEACI GENERATR 1454.0 BOX 1599.40 1308.60
WB TNSIT ANTENNA 28.51* B1
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Table A-I (Continued)

Ccmonent Name J , Level [ ,MAX X

WB TRANSMIT ANT ASSEMBLY 8.48* AS%
WBT HORN SECTION 0.19 PART 9.11 0.09
WBT HORN JOINT 0.10 PART 9.11 0.09
WRT HORW NCVER 0.19 PART 9.11 0.09
WBT THEI4AL FINISH 0.19 PART 9.11 9.09

WBT MODE GENERATOR 1.99 PART 1.19 9.99
WBT WG TRANSITION 1.0 PART 1.19 .99
WRTWG FLAN 0.59 PART 9.55 9.45
WBT WG FLANGE FASTENER 9.19 PART 9.11 9.09
WBT WG BRAZED JOINT 9.20 PART 9.22 9.18

w'F UPPE RUN 7.82* ASH
WBT WI WG FLAN( 9.59 PART 0.55 0.45
WBT Wl WG FLANGE FASTENER 9.19 PART 9.11 9.09
WET W1 WG SECTION 9.10 PART 9.11 9.09
WET W1 WG RUJN 9.19 PART 9.11 9.09

WBT WI WG FLEX SECTION 1.99 PART 1.19 9.99
WBT W1 WG 30 D BEND 9.20 PART 9.22 9.18
WBT W1 WG 69 D BEND 9.29 PART 0.22 9.18
W W1 W 90 D BEND 9.20 PART 0.22 9.18
WBT W1 WG BRAZ[D JOINT 0.29 PART 9.22 0.18

WBT REJECT WG IJN 2.23* A&4
WET W2 WG FLANGE 0.59 PART 0.55 0.45
WBT W2 WG FLAN( FASTENRI 9.19 PART 0.11 9.09
WBT W2 WG SECTION 9.10 PART 0.11 0.09
WBT W2 WG 30 D BEND 9.20 PART 09,2 9.18

WBT W2 WG BRAZED JOINT 9.29 PART 9.22 9.18
WBT CENTRL REJECT CHANNEL 4.48* AS4
WBT C WG FLANGE 0.50 PART 9.55 0.45
WBT (CH FLANGE FASTEER 9.19 PART 9.11 9.09
WBROTARY X CHMK 1.k PART 1.19 0.90

WBT REJECT CIOX SECTION 1.0 PART 1.10 0.99
WET HO4 JOINT SPACR 0.19 PART 0.11 9.09
WETC BRAZE1 JOINT 0.29 PART 0.22 0.18
WET LCAMH W RUN 5. 59* A94
WBT W3 WG FLANGE 9.50 PART 0.55 0.45

WET W3 WG FLANGE FASW= 0.16 PART 0.11 0.09
WBT W3 WG SECTION 0.10 PART 9.11 9.09
WTW3 WG RUN 0.10 PART 0.11 0.09
WBr W3' WG FLX SECTION 1." PART 1.10 0.90
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Table A-I (Con'inued)

Component Name x Level ] MAX I MIN

WBr W3 W3 60 D BEND 0.20 PART 0.22 0.18
WBT W3 WG 90 D TWIST 0.40 PART 0.44 0.36
WBT W3 W5 BRAZED JOINT 0.20 PART 0.22 0.18
NB TRANSMIT ANTENNA 39.61* BOX
NB TRANSMIT ANT ASSEMBLY 14.18* AS4

NBT HORN SEVCTION 0.10 PART 0.11 0.09
NBT HORN JOINT 0.10 PART 0.11 0.09
NBIT HORN COVER 0.10 PART 0.11 0.09
NOT THEfAL FINISH 0.10 PART 0.11 0.09
NB MODE TERATOR 1.00 PART 1.10 0.90

NBT WG TRANSITION 1.00 PART 1.10 0.90
NBT %U FLANGE 0.50 PART 0.55 0.45
NBT WG FLANGE FASINER 0.10 PART 0.11 0.09
NH! WG SECTION 0.10 PART 0.11 0.09
NBT WG BRAZED JOINT 0.20 PART 0.22 0.18

NBT POLARIZER 1.00 PART 1.10 0.90
NBT UPPER WG RN 7.19* AS4
NBT W1 WG FLANGE 0.50 PART 0.55 0.45
NBT W1 1W FLANGE FASTENER 0.10 PART 0.11 0.09
NBT WI WG SECTION 0.10 PART 0.11 0.09

NBT Wi WG RUN 0.10 PART 0.11 0.09
NBT WI WG FLEX SECTION 1.00 PARr 1.10 0.90
NBT W1 1 30 D ID 0.20 PART 0.22 0.18
NBT W1 190DBEND 0.20 PART 0.22 0.18
NBT W1 WG BRAZED JOINT 0.20 PART 0.22 0.18

NBT REJECT W RUN 2.51*
NBT W2 WG FlNGE 0.50 PART 0.55 0.45
NBT W2 iG FLANGE FAS1&M 0.10 PART 0.11 0.09
NB W2' WG SE)'CIN 0.10 PART 0.11 0.09
NBT W WG 30 D 0 0.20 PART 0.22 0.18

NBr W2 WG JBRAZED INT 0.20 PART 0.22 0.18
NBT IN' JEL7 CHANNEL 9.50* ASK
NBT lRC WG FLNGE 0.50 PART 0.55 0.45
NBT I1C FLANG FASTENER 0.10 PART 0.11 0.09
NB!' nI TRANSf 1.00 PART 1.10 0.90

NB'!r NOARY COAX (HOE 1.00 PART 1.10 0.90
NBT IWJELT OAX SECTION 1.00 PART 1.10 0.90
NBT HORN JOINT SPACM 0.1, PAfr 0.11 0.09
NBIT mC , BRAZED JOINT 0.20 PART 0.22 0.18
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Table A-I (Continued)

Component Name _I Level I XMAX XMN

NBT LOWER %G RUN 6.23* Asm
NBT W3 WG FLANCE 0.50 PART 0.55 0.45
NBT W3 WG FLAN FASTENER 0.10 PART 0.11 0.09
NBT W3 WG SECTION 0.10 PART 0.11 8.09
NBT W3 WG RUN 0.10 PART 8.11 0.09

NBT W3 WG FLEX SEC'rIcw 1.00 PART 1.10 0.90
NBT W3 W3 68 D BEND 0.20 PART 0.22 0.18
NBT W3 WG 90 D BEND 0.20 PART 0.22 0.18
NBT W3 %G 90 D 'IW[ST 0.40 PART 8.44 0.36
NBT W3 VG BRAZE) JOINT 0.20 PART 0.22 0.18

TELM TRACK C41 SUBSYSTM 3192.18* SSYS
T1TC DIPEE 21.80 BX 23.10 18.90
TIC HYBRID 15.00 BIK i6.50 13.50
RECEIVER DC/DC C(NVERTER 98.00 B0C 107.80 88.20
S BAND RSCEIVER 1672.00 BOX 1839.20 1504.80

COMMAND UNIT 1390.23* BOX
C I) DC/DC CONVERTER 128.80 A94 140.80 115.20
COMMAND BIT DE~IMLIR 397.00 ASM 436.70 357.30
COMMND DECODER 947.80 A94 1041.70 852.30
COMMAND DERYPTER 1114.00 AS4 1225.40 1002.60

LOW SIDE DRIVER 819.00 A94 900.90 737.10
HIGH SIDE DRIVER 88.08 A94 96.80 79.20
CUMAND OMBINER F49LAYS 0.0 BOX 0.00 9.00
BEACON DC/DC CONVERTER 107.00 BOX 117.70 96.30
BEACON TELEMRY UNIT 1386.00 BOX 1518.0 1242.00

1ELM19RY DC/DC CONVE1E 106.80 BOX 116.60 95.40
TELMETRY GEERATO 1277.80 BOX 1404.70 1149.30
TELEML1R IN13AC( UNIT 87.00 ICK 95.76 78.30
TRANSKIT DC/DC OONVE1 103.80 BOX 113.30 92.70
S BAND TRAN..T1T 921. 0 BOX 1013.16 828.90

S BAND ANI44A 251.99* BUX
RF SWUMr( 34.00 ASK 37.40 30.60
POWE DIV1= 25.80 A94 27.50 22.50
AMTHNA POWER D1VIi2 21.80 AS 23.10 18.90
ANTENNA ELEEN 5.00 AS4 5.50 4.56

ANT ATT CNTRL SUBSYST4 290.96* SSYS
EARTH SENSOR 390.6 BOX 429.0 351.80
SUN SiSCR 5.80 " 5.50 4.50
AAC DC/DC 0ONVER1U 114.00 BOKX 125.40 102.60
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Table A-1 (Continued)

Component Name Level AX 1
AAC ELECTRONICS 1998.96 BOX 2197.80 1798.20
MAG ETIC PICKUP 15.00 BOX 16.50 13.50
MTR DRIVE DC/DC CONVERTER 80.00 BOX I 88.0 72.00
TOR DRIVE AMP 169.09 BOX 176.0 144.09
RESOLVER WINDING 10.99 BOX i119.9 99.99

M41rCiR BEARINGS 160.00 BOX 119.00 90.0
t4YMCIR WINDINGS 190.00 BOX 119.0 99.09
NUTATION DAMPER 19.90 BOX 11.99 9.09
ELECTRIC POWER SUBSYSTEM 569.49* SSYS
MAIN SOLAR CELL ARRAY 117.00 BOX 128.79 195.39

BAT IEi Y SOLAR CELL ARRAY 2:09 BOX 2.29 1.89
SA RELAY 9.0 BOX 9.90 8.19
CRNT SE2NSING RESIST SET A 0.0* BDC
CWT SENSING RESISTIO9 0.85 ASK 0.94 9.76
FUSE 10.0 BK 110.06 99.0

BATI'TY CHARGE COTROLLER 92.96 BOX 101.20 82.86
CRNr SENSING RESIST SET C 3.90 BOX 3.30 2.70
UNDERVIJTAGE COTROLLER 96.90 BOX 195.60 86.40
BATIEY 620.88* BOX
BATTERY CELL 150. A&4 185.96 135.99

BATThRY RELAY 19.96 BO 11.09 9.0
ERRRAMPLIFIER 13.0 BOX 14.30 11.79
MAJORITY VTEhR 13.00 13M 14.30 11.70
FULSE WIITH MiDULATOR 117.00 BOX 128.70 105.3k
BOOST ONVER M 38.0 BaX 41.80 34.2'

ELEC11RONIC COMPILR ASSM 2.96 BOX 2.20 1.80
CAPACITOR ASSEMBLY 1 9.9* BOX
CAPACIT1OR 0.75 AS, 0.82 9.68
SHUNT DRIER 39.00 B9X 42.90 35.10
SHlIr SET 13.96 BOX 14.30 11.70

AU104ATIC DISCI4WIO 126.96 Bax 132.96 198.96
AUTOTIC II44BC71OR 128.N6 BO 138.60 113.49
AGE - CIJI T 82.00 B1X 90.20 73.80
CIRCUIT BRI ET MREAY 8.90 BCK 8.80 7.20
NIA CIRCUIT BREAK 34.00 BOK 37.40 30.60

C(r SESING RESIST SET B 6.96 B3X 6.60 5.40
CIrUIT BIAKER RLgAY 8.6 BUX 8.86 7.20
CAPACI17O ASSEBLY 2 9.6* BUX
CAPACITIOR 0.75 AS 0.82 9.68
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Table A-i (Continued)

Comiponent Name x Level XMAX XMN

c JM TELMETRY 115.00 BOM 126.50 103.50
VOLTAGE TELEMTY 52.00 BOX 57.20 46.80
FUSE BLOCK 100.06 BOX 11.06 90.00
MISC CHASSIS 00MPONE24TS 88.0 BQX 96.80 79.20
AKM CIRCUIT 30.00 BOX 33.00 27.00

AIQ4 INITIATOR SQUIB 30.00 BOX 33.00 27.00
BATTERY CHARG SEIQUENCER 102.00 BOX 112.20 91.80
IN CNTRL F)QUP SUBSYSTEM 398.33* SSYS

FUEL TANK !50.00 &-K 165.00 135.00
WET LINES AND FITTINGS 19.00 BOX 20.90 17.10

FILL/DRAIN VALVE 76.00 BX 77.00 63.00
PRESSUIE TRANSDUCER 157.00 BOX 172.70 141.36
AXIAL VALVE DRIVERS 21.00 B3K 23.10 18.90
AXIAL THRUST CHMM ASSR4 3.00 BOX 3.30 2.70
AXIAL TCA HEA'T R 14.00 BUX 15.40 12.60

RADIAL VALVE DRIVE 21.00 BOX 23.10 18-90
RADIAL THRUST CHMBR ASZFM 19.00 BOX 20.90 17.10
RADIAL TCA HEATER 14.00 BOX 15.40 12.60
FUEL TANK HEATERS 42.00 BUX 46.20 37.80
FUE LINE HEA1TRS 20.00 BIK 22 00 18.06

VALVE DRIVER HEAT 1 28.00 BOX 30.80 25.20
I TQh9W)STAT 200.60 BOX 220.00 189.00

Reliability Math Model

The NATO III D reliability math model elements are presented below

in a series of figures, beginning at the syutm level and descending to

the lowest level for which data is available, taking each subsyste in

turn. Each figure cz.nnists of a portion of the math model associated

with the subsystem or ccmponert named in the figure caption and a

reference list relating ccqmpnent names to the index numbers used in the

math model (5:3-80).
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PS PP2P3P4P5

I =XMM Subsystem 4 = EPS Subsystem
2 TIC Subsystem 5 = RCE Subsystem
3 AAC Subsystem

Fig. A-1. Spacecraft-Level Math todel

PS PlP:P3P4(Ps)XP6P7{l+[1-(PbP7)X]/X}PaPg(PlO)2(Pll)2(P8)2PA

x {l+[l-(PA)X]/X)PIe(Pll) 2PaPB{]+[l-(PB)XI/xPl3P7

" [l+(1-P'3P7)x/X]P,4(Pa)2(Pc)
2{2(K+2)(2K+2)/[2(K)z]1

"{0.5-[2(Pc)'/(K+2)1+[(Pc) 2K/(2K+2)])(P2a) 2XP2IP2P 2 3PSP27

" P2lP22P24P3P2P26{11-(P26)X]/XI(Ps)X

X 0.5 Ratio of standby to active reliabilities

PA (p7)s(P 1 2 )2pgPlsP 1 6

PH (P7),P1;P1WP16

PC (P7)2P1zPlP16

K [(X17+2A7+X8+Xs +Xs+Xzo-7259)+1991/[2(2X7+\,s+XI9+X16)]

1 Redundancy Control Unit 15 = Down-Converter
2 = WB Receive Antenna 16 = Isolator
3 = Test Coupler 17 = Circulator Switch
4 = Preselector Band Pass Filter 18 = Driver Amplifier
i = Coax Switch 19 = TWTAmplifier
6 = Preamplifier 20 = Wave Guide Switch
7 Attenuator 21 = output Filter
8 Hybrid Splitter 22 z Low Pass 'ilter
9 Port Circulator Switch 23 = Beacon Inject Filter

19 Band Pass Filter 24 = Beacon Reject Filter
11 Equalizer 25 = Coupler Detector
12 Limiter 26 = Beacon
13 Local Oscillator 27 = WB Transmit Antenna
14 Local Oscillator Hybrid 28 = NB Transmit Antenna

Fig. A-2. Communications Payload Subsystem Math Model
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Ps = PlP 2P3(P 4 )3Ps

1 = RCU Power Selector 4 = RCU Limiter Gain Controller
2 = RCJ Component Selector 5 = RC Dirrect Bus Connection
3 = RC WrA Selector

Fig. A-3. Redundancy Control Unit Math Model

Ps = (Pl)SPz{1+[I-((Pl)3P2)*'s]/0.5}

1 = PS Relay 2 = PS DC/DC Converter

Fig. A-4. RCU Power Selector Math Model

PS 2[PIP2P3(P 4 )1]-[PlP2P3 (P4 )3]2

1 2 CS Local Oscillator Selector 3 = CS Preamplifier Selector

2 CS Beacon Selector 4 = CS Limiter Selector

Fig. A-5. IRU Ccmponent Selector Math Model

Ps 2[PiP2P3(P 4)
2J*.-PIP2P3 P4

1 TS Mode Selector 3 = TS TWrIA Selector
2 = TS WB/NB Selector 4 = TS Driver Selector

Fig. A-6. CU IWrA Selector Matn Model

81



Ps zP2(PI)3(P3)3{1-[1(P1)' I

1 LGS Type 1 Relay 3 = LGS Resistor
2 LGS Type 2 Relay

Fig. A-7. RCJ Limiter Gain Selector Math Model

Ps {PI[2P2-(P2)21] 2

1 DBC Type 1 Resistor 2 = DBC Type 2 Resistor

Fig. A-8. RCU Direct Bus Connection Math Model

PS - PIP2P3P4PS

1 Receive Antenna Asaembly 4 = Outer Reject Channel
2 WBR Upper Wave Guide Run 5 = WBR Lower Wave Guide Run
3 WBR Reject Wave Guide Run

Fig. A-9. Wide Beam Receive Antenna Math Model

PS (P )4(Pa)sP 3 (P4)2psp8 (p7 )S(Pg)
2O(P,)4

1 Horn Section 6 = Wave Guide Transition
2 Horn Joint 7 = Wave Guide Flange
3 iiorn Cover 8 = Flange Fastener
4 = Thermal Finish 9 = Brazed Joint
5 Mode Generator

Fig. A-10. WB Receive Antenna Assembly Math Model
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PS (P 1 )a(P 2 )8(p 1 )4P 4 (P 5 )2P 6 P 7P 8 (Pg)3(P 1 ,)13

1 Wave Guide Flange 6 = 30 Deg Wave Guide Bend
2 Flange Fastener 7 = 45 Deg Wave Guide Bend
3 Wave Guide Section 8 = 69 Deg Wave Guide Bend
4 Wave Guide Run 9 = 90 Deg Wave Guide Bend
5 Wave Guide Flex Section 19 = Brazed Joint

Fig. A-Il. WBR Upper Wave Guide Run Math Model

PS P(P2) 4(P3)2(P4)2(P5)5

1 Wave Guide Flange 4 = 45 Deg Wave Guide Bend
2 Flange Fastener 5 = Brazed Joint
3 = Wave Guide Section

Fig. A-12. WBR Reject Wave Guide Run Math Model

Ps: Pl(P2) 4(P3)8(P4)4Ps(P6)2(P7 )2Pe

1 Wave Guide Flange 5 = Reject Coax Section
2 = Flange Fastener 6 = Horn Joint Spacer
3 Transformer 7 = Wave Guide Hybrid
4 N .Rotary Coax Choke 8 = Brazed Joint

Fig. A-13. WER Outer Reject Channel Math Model
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Ps (PI) 2(P2)
8 (P3)2PP5(P6) 2(Pi)7

1 Wave Guide Flange 5 = Wave Guide Flex Section
2 Fiange Fastener 6 = 60 Deg Wave Guide Bend
3 Wave Guide Section 7 = Brazed Joint
4 z Wave Guide Run

Fig. A-14. WBR Lower Wave Guide Run Math Model

Ps P1P2P3F4P5

1 WB Transmit Antenna Assembly 4 = Central Reject Channel
2 WBT Upper Wave Guide Run 5 = WBT Lower Wave Guide Run
3 WBT Reject Wave Guide Run

Fig. A-15. Wide Beam Transmit Antenna Math Model

Pg (PI)4(p2 )SP3(P 4)2p5p8 (P,)S(pg)20(pg)4

1 = Horn Section 6 = Wave Guide Transition
2 H Born Joint 7 = Wave Guide Flange
3 Horn Cover 8 = Flange Fastener
4 - Thermal Finish 9 = Brazed Joint
5 Mode Generator

Fig. A-16. WB Transmit Antenna Assembly Math Model
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Ps (PI)2(P 2 )8(P 3 )3P 4 (P 5 )2(P 6 )2p 1 (P 8 )3(pg) 1 2

1 z Wave Guide Flange 6 = 38 Deg Wave Guide Bend
2 Flange Fastener 7 = 69 Deg Wave Guide Bend
3 Wave Guide Section 8 = 90 Deg Wave Guide Bend
4 Wave Guide Run 9 = Brazed Joint
5 Wave Guide Flex Section

Fig. A-17. WBT Upper Wave Guide Run Math Model

Ps P1 (P2 )4P3 (P4 )2(P5 )4

I Wave Guide Flange 4 = 30 Deg Wave Guide Bend
2 Flange Fastener 5 = Brazed Joint
3 Wave Guide Section

Fig. A-18. WBT Reject Wave Guide Run Math Model

PS PI(P 2 )4(P3 )2P4 (PS)4PG

1 Wave Guide Flange 4 = R'c: Coax Section
2 = Flange Fastener 5 = Hori, Ant Spacer
3 Rotary Coax Choke 6 = Brazed Joint

Fig. A-19. WBI Central Reject Channel Math Model
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Ps (P )2(P2)8(P 3 )2P4P5 (P6)'P 7(P6)8

I Wave Guide Flange 5 = Wave Guide Flex Section
2 Flange Fastener 6 = 60 Deg Wave Guide Bend
3 Wave Guide Section 7 = 90 Deg Wave Guide Twist
4 Wave Guide Run 8 = Brazed Joint

Fig. A-20. WBT Lower Wave Guide Run Math Model

PS P2P 2P3P 4Ps

1 NB Transmit Antenna Assembly 4 Inner Reject Channel
2 : NBT Upper Wave Guide Run 5 NB Lower Wave Guide Run
3 N~r Reject Wave Guide Run

Fig. A-21. Narrow Beam Transmit Antenna Math Model

Ps (PI)4(P2)SP3(P4)2PsP8 (P7 )7(P8)S 2p,(pl,)SPlI

1 = Horn Section 7 = Wave Guide Flange
2 Horn Joint 8 = Flange Fastener
3 = Horn Cover 9 = Wave Guide Section
4 Thermal Finish 10 = Brazed Joint
5 = Mode Generator 11 = Polarizer
6 = Wave Guide Transition

Fig. A-22. NB Transmit Antenna Assembly Math Model

86



P. = (PI) 2(P2)8P 3P4(Ps) 2(P 8 ) 2 (P7)3 (Pa)'l

1 = Wave Guide Flange 5 = Wave Guide Flex Section
2 = Flange Fastener 6 = 30 Deg Wave Guide Bend
3 = Wave Guide Section 7 = 90 Deg Wave Guide Bend
4 , Wave Guide Run 8 = Brazed Joint

Fig. A-23. NBT Upper Wave Guide Run Math Model

Ps = P,(P 2 )4(P3 )2(P4 )2(P5 )5

1 Wave Guide Flange 4 = 39 Deg Wave Guide Bend
2 Flange Fastener 5 = Brazed Joint
3 Wave Guide Section

Fig. A-24. NBT Reject Wave Guide Run Math Model

Ps PI(P 2)4(P3 )s(P4 )4Ps(PG)4P,

1 Wave Guide Flange 5 = Reject Coax Section
2 Flange Fastener 6 = Horn Joint Spacer
3 Transformer 7 = Brazed Joint
4 = Rotary Coax Choke

Fig. A-25. NBT Inner Reject Channel Math Model
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PS (Pi)2(P 2 )8(P3)3P4PS(P6)
2PTPS(Pg)i'

1 Wave Guide Flange 6 = 60 Deg Wave Guide Bend
2 = Flange Fastener 7 = 90 Deg Wave Guide Bend
3 Wave Guide Section 8 = 90 Deg Wave Guide Twist
4 = Wave Guide Run 9 = Brazed Joint

5 Wave Guide Flex Section

Fig. A-26. :OT Lawer Wave Guide Run Math Model

Ps PIP 2 [2P 3P4-(P3P4 )2]PsPBP7P 8{1+[1-(P 7Ps) 's]/0.5)PgPie

x {l+[l-(PplP1)o.sl}P11lll+[l-(Pl2Pls)*.sl}PI4

1 TrC Diplexer 8 = Beacon Telemetry Unit
2 2 Hybrid 9 = TIM DC/DC Converter
3 Receiver DC/DC Converter 10 = Telemetry Generator
4 S-Band Receiver 11 = TIM Interface Unit
5 2 Cconand Processing Unit 12 = Xmtr DC/DC Converter
6 2 Command Combiner Relays 13 = S-Band Transmitter
7 Beacon DC/DC Converter 14 = S-Band Antenna Assembly

Fig. A-27 Telemetry, Tracking, and Command Subsystem Math Model

Ps = -PA(1-PA)(PB)1 29(PC)O+(PA)2 [2PB-(PB)21'I2Pc-(Pc)2 18

PA = pip(psP4l), 5 2 6

PD = (P6)*.52

Pc = (Ps).5
2 6

1 = Ccuimand DC/DC Converter 4 = Command Decrypter
2 = Command Bit Detector 5 = Low Side Drivers
3 = Command Decoder 6 = High Side Drivers

Fig. A-28. Command Processing Unit Math Model
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Ps = PI(P 2 )2(P3 )8[ i 4 6(P4)64 1

1 = RF Switch 3 = Antenna Power Divider
2 = Por Divider 4 = Antenna Element

Fig. A-29. S-Band Anter,a Assembly Math Model

Ps 13(PI) 4-8(Pi) 3+6(PI) 2][2P2-(P 2) 
2 P3P4PSPBP 7P 8P9PIO

x 13-2(P3P4P5) ' 51[3-2(PeP7). 51[3-2(PS). 51[3-2(Pie) -51

× [2Pll-(Pii) 21

I Earth Sensor 7 = Motor Drive Amplifier
2 Sun Sensor 8 = Resolver Windings
3 = AAC DC/DC Converter 9 = Motor Bearings
4 =AAC Electronics 19 = Motor Windings
5 = Magnetic Pickup 11 = Nutation Damper
6 = Motor Drive DC/DC Converter

Fig. A-30 Attitude and Antenna Control Subsystem Math Model

89



Ps PlPz[P3-(P3)2 ](PE)3

X {3[(PF) 2P6P7PsPBPEPIe] 2-2[(PF) 2PsP7P8PBPEPIS]'}

X [2PFP33-{PFP33)2J[3(Pli) 2Pi2-3(Pil) 3(P1 2)
2+(Pll){pI2)3]

x [2Pc-(Pc) 2][2Pl7-(PX1) 2][12(Pi8)l1-11(Pio)12J

X [PI+PD-Pl9PD]2[PFP2,+PD-PFP2sPD1P2lP22

X [P23P24P25+PD-PZ3P24P2sPD]4PF

x [351(P26) 28 -728(P26)2 7-378(P26) 2 6 ](P27) 2P2a[2P29-(P2g) 2 ]

x [2{P3@)0' 5-Ps3 ][2(Psi) '3-P31][2P 2 -(P32 )2
]

PB = (Pg)[2@(Pg)16"'S-19(P)17]

Pc = PIJ3(PS)2-2(P5)sP14P 51
2 5 3(Pie)24-5 28(Pis) 23 +276 (PI6)2 2]

x (PE)2

PD = expl-330(10-9)t]

PE = 29(P4)1 9-19(P4) ;o

PF = 2P5 -(Ps)2

1 = Main Solar Cell Array 18 = Shunt Set
2 = Battery Solar Cell Array 19 = Automatic Disconnector
3 = Solar Array Relay 20 = Automatic Reconnector
4 = Current Sensing Resistor A 21 = A(E/1CE Circuit
5 = Fuse 22 = Circuit Breaker Reset
6 = Battery Charge Controller 23 = 'WA Circuit Breaker
7 = Current Sensing Resistor C 24 = Current Sensing Resistor B
8 = Undervoltage Controller 25 = Circuit Breaker Relay
9 = Battery Cell 26 = Capacitor 2
10 = Battery Relay 27 = Current Telemetry
11 = Error Amplifier 28 = Voltage Telemetry
12 = Majority Voter 29 = Fuse Block
13 = Pulse Width Modulator 30 = Misc Chassis Components
14 = Boost Converter 31 = AM Circuit
15 = Electronics Ccmpiler Assm 32 = AIM Initiator Squib
16 = Capacitor 1 33 = Battery Charge Sequencer
17 = Shunt Driver

Fig. A-31. Electrical Power Subsystem Math Model
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Ps = PIPZP 3P 4P5 P6 P7f{+[1-(P5P6P-)X]/x}jPSPPIO{l+[1-(PPgP.)x]/x}

X [PA+PAPB-(PA) 2PB]

X 0.5

PA = PiiP12P13

PB = 2(PI4)2-(PI4) 4

I = Fuel Tanks 8 = Radial Valve Drivers
2 2 Wet Lines and Fittings 9 = Radial Thrust Chamber
3 Fill/Drain Valve 10 = Radial TA Heater
4 2 Pressure Transducer 11 Fuel Tank Heaters
5 2 Axial Valve Drivers 12 = Fuel Line Heaters

6 = Axial Thrust Chamber 13 = Valve Driver Heaters

7 = Axial TCA Heater 14 = RCE Thermostat

Fig. A-32. Reaction Control Equipment Subsystem Math Model
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Appendix B: NATO III D Reliability Update Program (RUP)

The Reliability Update Program (RUP) is a group of dBASE III PLUS

programs and data files that calculates the reliability of the NATO

spacecraft and estimates the parameters of a Weibull reliability

function that best approximates the spacecraft reliability function.

Normally, files which contain user-specified failure rates for each

component are accessed to calculate reliability from the lowest level

for ihich data is available. Alternatively, RUP can be used to

calculate equivalent failure rates at any level and then calculate the

Weibull system reliability function from whatever level is desired.

The user creates a data file uhich contains the values of time, t

(in months), for -.hich system reliability will be calculated. RUP

calculates reliability according to the math model given in Appendix A

at each of these times and then fits an optimum Weibull reliability

curve to the resulting data via a Hooke-Jeeves vector search algorithm

(17:511-515). RUP's calculation of equivalent constant failure rates

instead of a Weibull function involves fitting a curve (the exponential

failure curve) with only one parameter and is more efficiently

accomplished using the method of maximum likelihood estimators (10:159).

RtUP includes seven program files and two data files as shown in

Figure B-1. Editing of data files is best accomplished by creating and

editing alternate files of the same format and using RUP's on-screen

menus to load these files for a RUP application. The following pages

contain a listing of all RUP program and data files.
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RUP. PR! G

PR~OM1P PROIC2.PRG PRO)C3.PRG

PW-RC4.PRG PRIC5.PRG PROC6.PRG

NATO. DEF TIME. DBF

Fig. B-1. Reliability Update Program (RUP) File Structure

RLP.P!G File Listing

SET CXLOR TO BG+/N,B/W,B
CLEAR
SET TALK OFF
SET' SAFETY ON
STORE ' ' 10 OPT
STORE SPACE(7) TO ?FILE
TEXT

Choose one of the following options...

1) Edit reliability database

2) Fdit time(s) for reliability calculations

3) Calculate reliability

4) Estimate system Weibull parameters

5) Quit

93



22,0 SAY 'OPTION'
DO WHILE .NOT. MOPT $ '12345'
NIOPT=II
@ 22,8 GET M4JPT
READ
ENDO
CLEAR
DO CASE
CASE MOPT = '1'

STORE 9 TO MSYS
STORE ' ' '1 ML1
DIR
@ 20,0 SAY 'What file contains the reliability data you wish to i
use (no ext.)?'
@ 20,68 (Wr MFILE
READ
SELECT 2
USE &MFILE
DO WHILE .NOT. MSYS > 7
CLEAR
TEXT

What subsystem do you wish to edit?

1) Communications

2) Telemetry Tracking & Ccuunand

3) Antenna & Attitude Control

4) Electrical Power

5) Reaction Control Equipment

6,7,8,9,0) Quit to Main Menu
EDTEXT
@ 24,0 SAY 'OPTION'
@ 24,8 GE T' YS PICTURE '9'
READ
IF MSYS > 7 .OR. MSYS = 0
CLEAR ALL
DORUP
ENDIF
LOCATE FR SSYS = MSYS .AND. BOX = 9
BROW#SE

@ 2,0 SAY 'The data file has been updated. Do you wish to load I
it (Y/N)?'
DO WHILE .NOT. ML $ 'YN'
MLI '

*2,61 GE ML1 PICTURE ''
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READ

IF MLl = YI
COPY TO NATO
ENI)IF
EN"E

CLEAR ALL
CASE MT = '2'
STORE' ' 2
DIR
@ 20,0 SAY 'What file contains the time data you wish to use (no i
ext.)?'
@ 20,61 GET FILE
READ
SELECT 2
USE &MFILE
BP40WSE
@2,0 SAY 'The data file has been updated. Do you wisl; ',o load it i
(YIN)?'
DO WHILE .NOT. ML2 $ 'YN'
ML2= ' 1
@ 2,61 CET ML2 PICIJURE '!'
READ

IF ML2 - IY'
COPY TO TDIE
ENDIF
CLEAR ALL
DORUP
CASE MOPT '3'
STORE 0 I -MCHS
PUBLIC MSUI, MCNT, IPUBC, MPUIT
STORE 0 TM MStM, W'ff, [4PJBC, MPUB
PUBLIC tMPJBE, MjBB, MIBA, MPUBG
STORE 0 TO MPUBE, MPUBB, 4PUBA, MPtU G
TEXT

1) Calculate R from component level to system level

2) Estimate failure rates at assembly level

(lun (1) first)

3) Calculate R from assembly level to system level
(Run (') first)

4) Estimate failure rates at box level
(Run (1) or (3) first)

5) Calculate R from box level to system level
(Run (4) first)

6) Estimate failure rates at subsystem level

(Run (1), (3), or (5) first)
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7) Calculate R from subsystem level to system level
(Run (6) first)

8) Fstimate failure rates at system level
(Run (1), (3), (5), or (7) first)

NDTEXT
@ 24,0 SAY 'OPTION'
@ 24,8 GT MCHS PICTURE '9'
READ
CLEAR
USE NATO
SELECT 2
USE TIME
STORE 0 TO NT, MPS
PUBLIC MC
STORE 1800 *Q0 TO MC
COUNT TO MCNr
IF MCHIS = 1
GOTOP
DO WHILE .NOT. EF)
STORE 730.5*TIME TO T
@ 12,0 SAY 'Calculating probabilities for TIME
@ 12,37 SAY MT/730.5
@ 12,57 SAY 'months'
SELEC! 1
SET PROCEDRE TO PRCI
DOPS
DO CS
DOTS
DOLGS
DO DBC
DOWRA
DO WBIRW1
DO WBRW2
DO WBMW
DO WBRW3
DO WIA
DO WBw1
DO WBThW
CIOSE PROCEDRE
SET PROCDURE T PROC2
DO WBITRC
DO WB1'3
DO NTA
DO NBT1
DO NBTh2
DO NBTIIR
DO NB1N3
SELECT 2
DO RCU
DO WERA
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DO WBTA
DO NBTA
SELECT 1
DO CUu
D) SANT
DO CSRA
DO BAT
CLOSE PROCEDURE
SET PROCEDURE TO PROC3
DO CAP1
DO CAP2
DO c{
DO TTC
DO AAC
CL40SE PROCEDURE
SET PROCEDURE TO PROC4
DO EPS
DO RCE
SELECT 2
DO SYSTEM
SELECT 1
CLOSE POCRE
SELECT 2
SKIP
ENDDO
CLEAR ALL
DORUP
E DIF
SET PROCEDURE TO PIJC5
IF MCHS = 2
DO STORAGE
DO ASSEMBLY
EN'DIF
IF MCHS = 4
DO STORAGE
DOBOX
ENDIF
IF M1'E S = 6
DO STORAGE
DO SUBSYS
ENDIF
IF MCMS = 8
DO SYS
F7NDIF
CLOSE P4CEDRE
IF MUIS = 3
00OTOP

SET PRCEDURE TO PR0C4
DO WHILE .NOT. EOF()
S-IOE 730.5*TIME ID MT
@ 12,0 SAY 'Calculating probabilities for TIE M'
@ 12,37 SAY MT/730.5
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@ 12,57 SAY 'months'
SELECT 1
DO XRCU
DO XWBRA
DO XWBTA
DX) XNBTA
CLOSE PROCEDURE
SET PROCEURE TO PROC3
DO OM

CLOSE PROCEDURE
SET PRCEDURE TO PROC4
SELECT 2
DO SYSTEM
SKIP

CLOSE PROCEDURE
CLEAR ALL
F1NDIF
IF ?KCHS = 5
GO TOP
DO WHILE .NOT. BOF()
STORE 730.5*TIME TO MT
@ 12,0 SAY 'Calculating probabilities for TIME
@ 12,37 SAY MT/730.5
@ 12,57 SAY 'months'
SELECr 1
SET PROCEDURE TO PROC6
DO XEPS
CLOSE PROCEDURE
SET PROCEDURE TO PIO3
DO CM
DO TC

CLOSE PROCEURE
SET PROCEURE TO PROC
DO XOCtM
DO XTTC

CLOSE PROCEDURE
SEr PROCEDURE TO PROC4
DOEPS
SELECT 2
DO SYSThM
CLOSE PROCEDURE
SKIP

CLEAR ALL
RELEASE ALL
EXNDIF
IF MCHS = 7
GO TOP

SET PROCEDURE 0 PROM
DO WHILE .NOT. BOF()
STORE 730.5*TINE IT Wn
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@ 12,0 SAY 'Calculating probabilities for TIME ='
@ 12,37 SAY T/738.5
@ 12,57 SAY 'months'
SELECT 1
DO XSYSTR4
SELECT 2
SKIP
ENDO
CLOSE PROCEDURE
ENDIF
CASE MOPT = '4'
SET PROCEDURE TO PIRJC6
DO WEIBULL
CLOSE ALL
DORUP
CASE MOPT = '5'
CLOSE ALL
CANCEL
ENDCASE
CLOSE ALL
DORUP

PROC1.PRG File Listing

PROCEDURE PS
LOCATE FOR =EM 'PSK'
SIOE L*AM A/fC TO MSAS41
SKIP
STOE LAMBDA/MC TO MSAS4
STORE MSAS92 + (3 * MSASI) TO MSAS42
STORE MSAS{1 * 5 TO HSAS1
STORE EXP(- SA 2*l')*(3-2*EXP(-. 514A92*T) )*EXP(-MSAS14*MI) I0 MPS
SELECT 2
REPLACE PS WITH MPS
SELECT 1
RE I URN

PROCEDURE CS
LOCATE FR MNIEM 'CSL.OS'
STORE LMIfA/MC TO mA41
SKIP
STORE MSA.4I + IMEIDA/M4C 10 AM11
SKIP
STIX MSASM1 + LA')A/MIC To tSASM1
SKIP
STRE SAS4I + 3*L41UDA/Mf T0 MSAS.1
STORE 2*EXP(-MEA41*T)-(EXP(-MAs I*r)-2) TO MPS
SELECT 2
REP ACE CS WITH MPS
SELECT 1
RE'1URN
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PR~OCDURE T'S
LOCATE FOR MNEM 'TS
STORE LAMBDA/ME T) MSA-%1l
SKIP
STORE MSASMI + LAMBDA/NE TO MS. Wl
SKIP
STORE MSA%11 + L*WBA/NE TO MSASMI
SKIP
STOR~E MSAR41 + LAI4BDA/MC TO MSASf 1
STORE 2*(EXIP(-N1,S31*Nff) )-.5-EP(-MSAS41*Nr) M1 MP'S
SELECT 2
RE~PLACE T'S WIT11 MPS
SELECT 1
RETURN

PROJCEDURE LGS
LOCATE FOR N1M = LGSK1'
STORE 3*LXMBA/%C TO MSASM1
SKIP
STORE LANII)A/MC TO MSASM2
SKIP
S TORE MSASM2 + 3*LA)*4MA/NE TO MSASM2
STOR.E EXP(-(ISA f1+MSASI2)*MT)*( 1-( 1-EXP(-NfSAS41*T) )-2) TO NMPS
SELECT 2
RE~PLACE LIGS WITH MPS
SELEC 1
RETURN

PRCEDURE DOC
LOAT~E FOR NEM 'DBCRi'
STORE 6*LABDA/ME TO MSAS41
SKIP
STORE LkMBDA/NEC TO NSAS42
STORE; FXP (-MSASM1 *tW) TO MP'S
STOS~E MPS* (2*EXP( -MSAS2*ff) -EXP( -2*AS2*W4)) TO MI'S
STORE NI'S^2 TO NI'S
SELECT 2
RM~ACE DOC Wi7M NIPS
SELECT' 1
RETURN

PRCEDURE WRA
LOCATE FOR NEM = 'WEHS'
STORE 4*L.A fl)A/4C TO H&AR41
SKIP
STORiE M.iAS41 +5*LAMBDA/M4C TO H&AS41i
SKIP
STORE HA~l+AM4A/W~ TO NWA9'f1
SKIP
SIOR MSAE41 +2*IAMfiA/ME TO MSASM1
SKIP
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STORE MSA%Il +LAMBDA/N1C 10 MS41
SKIP
STORE MSAS1 +LAMBDA/MC 10 MSA941
SKIP
STORE MSASI+5*LAMBDA/tiC M1 MSA~f 1
SKIP
STORE MSA.%41 +2()*LAMBDA/1C T10 MSA941
SKIP
STORE MSAS41 +4*LAMflA/MC 0 MSA941
STURE EXP (-MSA%41 l~1) TO0 MPS
SELEC~T 2
REPLACE WRA WITH MIPS
SELECT 1
REflJRN

PROCEDURE WBRW1
LOCATE FOR MNEM = 'WIiF'
STORE 2*LAMEDA/lC 10 MSAR41
SKIP
STORE MSAMI+8*LAM)A/4C TO N5AS41
SKIP
STOR~E MSAW41+4*LAk4B)A,?C TO0 MSASMI
SKIP
ST1ORE MSA&I1 +LAMM)A/MC 1 MSA341
SKIP
STORE MSAR41+2*LAbIBA/MC TO MSASM1
SKIP
STORE MSAS41+LA*4MA/l4Z T1 MSA-c{1
SKIP
STORE MSAS41 +L4MN)A/, 4C 0 MS&4
SKIP
STORE MSAS41+LAMBDA/14C TO0 MSAMI
SKIP
Si1nn MSA,41 +3*LAMH)A/?.C 110 MSMI4
SKIP
STOrM MSAS4I +1I3*LAMH)A/M4 TO0 MlA41
STIM EXP (-MSAS4lI') 10 MPS
SELECT 2
REPIACE WEiW WITH iPS
SELECr 1
RETUN

PROCEDURE WR2
LOCATE FUR~ NNtE r 'II2F
S~TUR LMEDA/NC O HSA94
SKIP
STORE MSA.M41+4*I.MEA/M~ 10 MAS
SKIP
STC3E NSA941 +2*LA.4flA/l'E 10 NMA41
SKIP
STORE MS94+2*LAMEDAfl.C 0 HSASMf
SKIP



STORE MSASM1+5*LANBDA/MC TO0 MSA941
STORE EXP (-MSAkf4 *M) 10 MPS
SELECT 2
RE~PLACE WRW2 WITH MPS
SELECrr I
RETRN

PROCEDURE WBOC
LOCATE FOR~ MN= W~tT
STORE LA MNA/MC 10 t4ASM1
SKIP
STORE t4SASMf1 +4*LAMBDA/MCf T10 MSASMf1
SKIP
STORE NISASl +6*LAMlBDA/C TO MSA9I 1
SKIP
SlTORE MSA.1+4*LAMBDA/?4Z TO M5A. Zfl
SKIP
STORE MSAS1l +LA1MfA/C TO MSASMl
SKIP
STORE MSA.%41 +2*IAM10A/MC 10 MSAS41
SKIP
STORE MSASH1 +2*L&1M)A/t4C TO MSAS'f 1
SKIP
S TRE MSASH1IM~l)A/1C 1n MSA.41
STORE EXP (-MSAS41*l.r) 10 MP
SELECT 2
REPLACE WBOR WITH MPS
SELECT 1
RE I URN

PROCEDURE WBIR(3
LOCATE FOR, MNM 'WI3F'
STORE 2*LANBDA/?ME TO MSA41
SKIP
STORE M5A.f1+8*LAMBDA/MC 10 HSA.41
SKIP
STORE MSAS4I42*LM0DBA/M.E 0 WAS41
SKIP
S TORE HSAS41+LAMlAA.4C 10 MSAS41
SKIP
S1TORE NMAMl 4L4W)A/MC 10 fSA941
SKIP
STORE ?SAS41+2*LAMfl)A/M4 TO M.5AS41
SKIP
STORE SA541 +7*LN'IEA/NC T10 MSAS1
STORE EXP( -MSAMS4r () TO MPFS
SELECT 2
REPLACE WEi3 WITH NIPS
SELECT 1
RETURN

PROCEDURE WtA

102



LOCATE FUR !4NEM 'WMIS'
STORE 4*LAMBDA/MC TO MSAS{1
SKIP
STORE MSA3A?1+5*LAMBDA/MC TO HSAS41
SKIP
S'TRE MSAS41 +LAMBDA/MC 10 HSA941
SKIP
STORE MSASM1+2*LAMBDA/MC TO, MSAS4
SKIP
SITORE MSA-R 1 +LAMBDA/MC T0 MSASM1
SKIP
STORE MSASM1+LAMBDA/MC TO MSASt1
SKIP
STORE MSA-c21 +5*L.AMBDA/C TO MASMI
SKIP
STOR~E MSAl-41 +20*LAMBDA/C TO MSA1
SKIP
STOR~E MSASM1 +4*LA1BDA/?C T0 MSASM1
STORE EXP (-MA~41 *) TO MPS
SELEXrI 2
REPLACE WrA WITH MPS
SELECT 1

PROEURE WB'I1
LOCATE FOR, MNEM = 'WN1lF'
STORIE 2*LN4BDA/W4 TO MSASMI
SKIP
STORE MSAR41 48*LANBA/)(C TO MSASM1
SKIP
STOWE MSASM1 +3*LN'40DA442 TO MSASM1
SKIP
sIORE MSASM1 + A4B)A/M4J TO MSAS?1
SKIP
STORE MSAS41 +2*LAMMfA/tC TO MSA3'f
SKIP
STORE MSASM1 +2*IA4N)AA4Z TO MSA&41
SKIP
STIORE MSAMd1+LAU)A/MC TO MSA.S{l
SKIP
S1TORE I.SAS41+3*1AMBA/M~ TO MSAS41
SKIP
S~TM~ MA.41 +1 2*LAHH)A/M4 T1O MSA94f1
STORIE EXP ( 4AE41 *1) TO MPFS
SELECT 2
REPLACE WBIWi WITH MP'S
SELECT 1
REN1M

PROCEURE WBMW
LOCATE FMh NEM~ 'WNZP
STORE LAME)A/HC TO MSAS91
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SKIP
STORE MSAS1+4*LAMBDA/MC TO M4SA-Ml
SKIP
STORE MSA-I;Z1 +LA*MA/MC TO, MSAS4
SKIP
STORE MSA-%1 +2*LAMBDA/MC TO MSASM1
SKIP
STORE MSA~l{1 +4*IAMB1A/C TO MSASM1
STORE EXP~( -MSAMl*tNff) TO MIPS
SELECT 2
REPLACE WMlW2 WITM tIPS
SELECT 1

PIRJC2.PRG File Listin

PROCEDJURE WBTORC
LOCATE FOR MNFM ='WiRCF'I
STORE LX-MBDA/MC TO MSAM1
SKIP
STORE MSASMI+4*LAMBDA/MC TO, MSA1
SKIP
STORE MSA,%fl+2*LA143)A/MC TO MSASM1
SKIP
STORE MSASM1+LAMI3DA/NIZ M MSA-"Zf
SKIP
STOR~E MSA-9411+4*LAMBDA/MC TO MSASM1
SKIP
STORE MSA341 +LAMBlDA/flC TO MSAS41
STORE EP-tISAS41*lf1) TO MIPS
SELECT 2
REPLACE WB'TCC WITH MPS
SELECT 1
RETURN

PROCEDURE WBTW3
LOC)ATE FOR MNEM = WNW3F'
STORE 2*.AMA/N4C TOD MAS41
SKIP
STORE NSA.U+B*IA4B)A/!.C TO MSAS4J
SKIP
S70RWE MSAS41+2*LA&2tUA/t.C TO MASMI
SKIP
STIORE MSA.941 +LAMB)A/?4 TO l.SASM1
SKIP
STOR~E MSA.41 +L*k4A/14C TO MSASM1
SKIP
S~TORE M5S~41+2*LAH4N)A/W4 TO MRA941
SKIP
S'TORE MSAS'4 +AO4A/M4 TO MESM4
SKIP
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STORE MSASM1 +8*LAMEIDA/NIC 1O MSASM1
STORE EXP(-MSA(1*Nff) TO MIPS
SELECT 2
REPLACE WBTW3 WITH NIPS
SELhECT 1
RETIURN

PROCEDURE NTA
LO0CATE POR NINE = NBTlhS'
STORE 4*LAMPJDA/MC TO MSAS. 1
SKIP
STORE MSASM1 +5*LAMBDA/MC TO MSAS11
SKIP
STORE l4SASI +L*MDA/MC 10 MSASI1
SKIP
STORE MSA,%11+2*LANBDA/C TO MSASM1
SKIP
STORE MSAS41 +LAMBDA/C TO MSASM1
SKIP
S 1UFE MSA~t1 +LAMEDA/NfC T1 MSA341
SKIP
STORE MSA-c41+7*L .ANA/t4C TO MSAR41
SKIP
STORE MSASI1 +5 2*LIMlA/C TO NfSAS41
SKIP
STOR~E MSAS1+LAMDA/MC T0 MSAR41
SKIP
STORE MAS1+6*LMBDA/MCf 10 MSASMI
SKIP
STORE MSAS41 +LANBDA/ME 10 MSASI
STORE EXP (-MSAW141 Nf) 10 MPS
SELECT 2
REPLACE I'flA WITH MIPS
SELECT 1
RETURN

PROCEDURE NBTW1
LOCATE PIR NEM = 'WF9
STORE; 2*1AMM)A/!C 10 WSASM1
SKIP
STORE MSAS41 +8*I&LA)MA/MC 10 MAl4
SKIP
STORE MSAS41+LA14WM/?C 10 ?'SA~41
SKIP
STORE MSA941+LAM)A/MC 10 MSAS'1
SKIP
SroRE MSA41+2*L&W)AC TO NSASMI
SKIP
sTCEm MSA~41 +2*LAMEDA/1C 10 MSAS41
SKIP
STORE M'SA541 +3*LAMBDA/?lC 10 MSA.'f
SKIP
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ST1ORE HSASMI + 11 * IIA/MCf M1 MSA.941
STORE EXP (-MSA5?41 *~) TO0 MPS
SELECT 2
REPLACE NifiWi WITH tIPS
SELECT 1
RETRN

PROCED)URE NB 1W2
LOCATE FOR MNEM ='NTW2F'
STOR~E LAMBDA/C M1 MSA-%11
SKIP
STORE MSASI + 4*LAMBVA /MC T10 MSA-411
SKIP
STORE MSAS41 +2*LAMB)A/MC T10 NSA,41
SKIP
STORE MSASf 1 +2*LABA/C M1 MSASM1
SKIP
S TORE MSAS-11+5*LAMBDA/MC '10 MSA%fl
STIORE EXP (-MSASI1 *f) TO0 MIPS,
SELECT 2
REPIA',E NB'1W WITH MIPS
SELECT 1
RETURN

PFOJCEDURE NBT11C
LOCATE FOR NE~M = NT!RCF'
STORE L*MBDA/NC TO NSA3{1l
SKIP
ST1ORE MSAS41 +4*LAM4BDA/NIC 10 MSA941
SKIP
ST1ORE 1{SA.M11+3*LAMIDA/142 TO MSASf I
SKIP
STORE MSAS1 +4*1J4BDA/C T10 MSASM1
SKIP
STORE MSAS' 1+LAMBDA/!'C 10 MSASM1
SKIP
STORW MSAAtfl1+4*LAMEDA/?.C M11 t'SAM1
SKIP
STOR~E MSASM1 +LX4MNA/MlC '10 MSA-41
STORE EXP ( -HASf 1*Mf) T1O MPS
SELECT 2
REPLACE NBTIIK WITH MIPS
SELECT 1

PRCEDURE NBTW'3
LOCATE FOR Nf~El' =N'1W3P
MUMOR 2*LAMH)A/MC 0 NWA&(1
SKIP
STOWE NSASMI1+8*LAHH)A/C TO MSA-411
SKIP
SlOURE !SAS41 +3*LA44kA/NC T10 NSAM4
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SKIP
STRE MSA.-I +LAvftDA/MC 7) MSASMf1
SKIP
STORE MSASM1 +L*MA/C TO MSASMI
SKIP
STORE MSASM1 +2 *L 4DA/M4 TO MSASM1
SKIP
STORE MSAS1+LANMA/MC TO NfSASMI
SKIP
STORE NISASMi +LAMBA,?'4 TO MSA-c41
SKIP
STORE MSASf 1 +1G*LAMIlDA/MC TO MSMI
STOR.E EXP(-MSAR1 4ff) TO MIPS,
SELECT 2
REPLACE NBTW3 WIMh NIPS
SELECT 1
REq URN

PROCED)URE RiIJ
STORE PS*CS*IS*(LGS-3)*UBC TO MIPS
REPLACE RCV WITH NIPS
RETUVRN

PROCEDURE WBRA
STORE WRA*WBId1 *WBIR2*WRORC*WBRW3 TO MPS
REPLACE WBRA WITH MIPS
RETRN

PROJCEDURE WBTA
STORE wrA*wBfh *wB'iw2*wB~Tc~2*WMfW3 TO MIPS
REPLACE WBTA WITH MIPS
RETIJRN

PRIOCEDURE NBTA
STORE mrfA*mnBwN*NB'N2*NBTIRC*NMV3 TO NIPS
REPLACE NBTA WITH M~PS
RMTRN

PRO0CTDURE CM;
LOCATE~ FUR ?'tIM = 10 tt J
STOWE LAM/Mf TO MSASM1
SKIP
s'flAm MA.fl+IA4ElDA(M TO NSAMI4
SKIP
S1TIRE NLW&.Sl +. 525*IAMa)A/MC TO MSAR41
SKIP
STORiE MSASH1 +. 525*LAJMMA/C TO MSASM1
STORE EXP ( -MSA5M1 4ff) TO NIPSA
SKIP
STORtE .5 25*LAMBI)A/M4Z TO MSASMI
STOE EXP ( -MAS414f) TO NIPSC
SKIP
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STRE .5 25*LV*1BA/MC TO0 MSAM11
STRE EXP (-MSA.-f I 4) TO 14PSB
STOWE 2*!4SA*(l-HPSA)*(MPSBA120)*(NfPSC-8) 'TO P
S TRE (2*MIPSB- (MPSB^2)) 120 TO MSASI1
STORE (24SC- (MPSC-2) ) 8 TO MSAS12
STORE MPS 4(MPSA- 2) *NSAS41 *MSASK2 1O MP~S
SELECT 2
REPLACE 04)U WIT11 WIS
SELECT 1
RETUJRN

PROCEDURE SANT
LOCATE FOR NNM = 'RFSWI"
STOR1E LAMBDA/NIC TO MSASM1
SKIP
STORE MSASI41+2*LAlMDA/MC TO MSASI
SKIP
STORE MSASM1+8*LAMBDA/MC TO MSAS411
SKIP
STORE LAMJ3DA/ME TO0 MSAS42
STORE EXP (-MSASK2 4ff) TOY MSAR42
STORE 64*(MSASM-~63)*(1-MSA9%M) TO MPS
S TRE MPS+20l6*(MEAS42-62)*( (l-MSASM2)-2) TO MIPS,
STORE. MPS+41664*(MSAS12-61)*( (l-MSAS42)^3) TO MPS
STOREE t4'S+635376*(MSASM2-60)*( (1-MSA&42)-4) TO MPS
STORE (MPS+(MSAQf2-64) )*EC'( -MSA41t4f) TO MIPS
SELECT 2
REPLACE SANT WITH MIPS
SELCT I
RETUJRN

PROCEDURE CSRA
LOCATE FOR~ MNEM = CSR'
STOR~E 1&H)A/NC TO MSASHI
STORE EXP (-MSA~41 4f) TO MIPS
STIORE 20*(MPS-19)-19*(MPS-20) TO MPS
SELECT 2
REPLACE CSRA WITH MIPS
SELECT 1
RETU~t,

PROCEDURE BAT
LOWAE FUR ?C1F1 =CELL'

STURE L4bWA/MlC ITO ?.ASMI
STORE EXP (-MSA-c1 4ff) TO MIPS
STOR~E (MPS^3)*(20*(MPS-16.15)-9*(IPS-17)) TO MIPS
SELECT 2
REPLACE BAT WITH MIPS
SELECT 1
RETUJRN
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PERC3.PG File Listin

PROCEDUJRE CAPN
LOCATE FOR MNIM~ Cl'
STOR~E LAMBDA/NIC TO MSASM1
STORE EXP ( -NSASf 1 *?) '10 NIPS
STORE 253*(MPS-24)-528*(Nf)S-23)+276*(?4)S-22) ID MIPS
SELECT 2
REPLACE CAP1 WITH MI'S
SELECT 1
RETURN

PROCURE CAP2
LOCATE FUR NI4M ='C2'
STOR~E LAMBDA/NC TO MSA-%41
STIORE EXI'( -MSAS1l *M) TO MIPS
STORE 351*(MPS-28)-728*(MPS-27)+378*(MPS-26) TO MIPS
SELECT 2
REPLACE CAP2 WITH MIPS
SLEC I
RETURN

PRO)CEDURE 0244
STORE 0 10 MPUBC
LOJCATE FOR NEM ='A~fTW
STORE LAMDA/1'E 10 NSASM1
SKIP
STORE LN*4iDA/MC M MSASH2
LOCATE FOR NEM ='LIIT'
STOR~E J.&H)A/NC TO MSAS4
LOCATE FOR MNEM = 'DC'
STORE LANBA/MC 10 MSA4
SKIP
STORE LAIMBA/NL 10 MSAS4M
SKIP
SMORE LAMBDA/MIC 10 MSA&46
SKIP
ST[ORE LAMH)A/M~ TO WASf
SKIP
S'TRE LAMfl/MC TO MSAS48
SKIP
STORE 1AM)A/M 10 NSASM9
STORE 5#SM+#SS+EAM+SS4HAH 10 MMFS
S-OE EKP ( -N'SA*fr) TO MMP
S'TORE 3*tSAS41 4V3ASH34fSAM444VAC4 10 MIPSB
MUMR EXP ( -NPSB~a) 10 MIPSB
SlIORE 2*4SA414SA4MSAS74qSAS48 TO 14'SC
STORE EtCP( -NfSC*M) TO NIPSC
STIORE MAS46+2*MA4l SS7MAW+SS+SS TO 10NESK
STORE .5*(NI'SK-7250/M4C)+.000001 10 MPSK
STORE MFSK/ (2*MSAS41 4fSA +MSAS484AS45) TO 14'SK
LOCATE FORl MM4M TESTC'
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STORE MSAS41 +3*LAMIBDA/MC TO MSAR1
SKIP
STORE MSASM190+L4MBDA/flZ 10 MSA9410
SKIP
STORE MSASM19+LAMBDA/MC 10 NfSASN19
SKIP
STORE MSAS41G+LAMDA/MC TO MSA-41f)
STORE EP(-MSA9410V,1T) 10 MPS
STRE MSASN1 +LAMBDA/NIC 10 MSAS41 9
STORE EXCP (-MSAS4I 9*?{) 10 MSAS1 9
STOR.E (1+(l-(MSA31'.5))/.5)MPS '1O MPS
LOCATE FOR MNEM =IPCS I
STORE 34MSASH2+LM)A/14Z 10 MSAR410
SKIP
STORE MSASM10+2*LAMBDA/NIC 10 MSAM410
SKIP
STORE MSA 410+2*LAMBDA44C To MS-f19
STIORE ?4'S*EXP'( -MSA5MlQ94ff) *MPSA 10 NIPS

STRE MSAR42+2*LAMBDA/MC 10 MSA4 9
SKIP -1I
STORE MSASM10+L 4WA/fl 10 MSAM{10
STORE NIPS*EXP'( -MSAS11 9*Nf)41NPSB TO MP'S
STORE MPS*(l+(i-(MPSB-.5))/.5)*EXP(-MAS14) 10 MPS
LOCATE FOR NINEM ='ULO'
STORE MSAM41 +LAZ'IA/MC T) MSA.-11
STOWi EXP (-MSAE41*4I) --- MSASM1
STOR~E NIPS*EXP(-LA.IA*Nfl/?4)*(+(-(MSASMf\5))/.5) 1014PS
STOR~E 14'S*EXP( -24SAS.f2*Nf) *(I'SC-2) 10 MP'S
SKIP
SMMR NPS *EX'( -LAMIIK*!ff/?42) 10 MPS
STORE (NPSC(2*MPSK))/(2*MPSK+2) TO MA%4
STORE .5+MSAS41- (2*(MPSC-NIPSK) )/(NIPSK+2) 10 NSAM41
STORE MSASM1*2*(MPSK+2)*( 24PK+2)/( 2*(NIPSK-2)) 10 MSASK1
STORE NIPSW*SAS41 *EXP (-MSAS9Nf) 10 NIPS
LOCATE FORI MND1M '(XJTF'
STORE 2*L*MA,'E 10, MSA%41
SKIP
STORE NfSAS41+2*LAMDDA/NC 10 MSA&41l
SKIP
STORE NLAS41 +LA1DlA/MC 10 NISAS41
SKIP
S~TW ?.SASW+LA4B)A/?4C 10 MSASH1
SKIP 2
STORE MSASf1+IAl)A/fZ 10 NSASMI
STORE NIPS*EX(P ( -SA941 4f) 10 MPS
STORE EXP ( -5*1&flJDA*ff/Nf) '10 MSAM4
STOR~E Nj'S*(1+(l-MSA941)/.5) 10 14'UBC
SEECT 2
STORE NFUBC*IRXI*WBRA*WBTA*NBTA 10 NIPS
REPLACE 03M* WITH NIPS
SELECT 1
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PRO)CED)URE 'rrC
STORE 9 TO MPUBT
LOCATE M(R MNEM ='DIPLEX'
S~TORE LANBDA/MC MO tSAS1l
SKIP
STORE MSA-Wl 1ANMDA/EC TO, NSASMI
S'TRE EXP (-MSA-cMl*Nff) TO MIPS
SKIP
STORE L*MDA/MC TO MSASMl
SKIP
STORE MSAS41 +L*MBA/MC TO MSA~41
STORE EXP (-MSAS41 *M) TO MSASM1
STORE MPS*(2*{SAS.{1-(MSAR41V2)) TO) NPS
LOCATE FOR MNEM =',CNDEL
STORE L424BDA/MC TO MSAR41
SKIP
STORE msAs11+L*M1A/mc TO MSA.li
SKIP
STORE MSAf 1 +L*MA/1iC TO MSM1
STOR MPS*EXPf -MSA,% 1flr) TO MIPS
STORE LAMP!)A/MC TO MSAS~41
SKIP -1
STORE MSAS41 +LAJMfl)A/lMC TO MSASM1
STOE EXP (-MSAS4 MF) TO MSAS41
STORE MPS*(1+(1-{MSAS41-.5))/.5) TO NEPS
SKIP 2
STORE L*MA/MC TO MSAR4f1
SKIP
S1TORE MSAS41 +LAMBDA/W~ TO MSAR41
STORE EXP(4-MSA~41*NI) TO NiAS41
STORE NES#MSAS41*(1+(l-(MSASM4E.5))) TO MP'S
SKIP 2
STORE LAMMDA/NC TO MSKI
SKIP
STORXE MSASK1+LA.4BA/NC TO, MASM4
91ORE EXP (-MSAS3l41 f) TO HSAS4
S~TORE NES*M&A 1*(l+(1-(M&FAIE.5))) TO NFUBT
SELEC~T 2
STORE WUf IflGW*SANT TO MP'S
REPLACE TIr WITH NMPS
SELECT I
RETURN

PROCEDUJRE AAC
LOCATE FOR NtiF ES'
STORE EX(4-LAMAtr/MC) TO NE'S
STORE 3*(MPS-4)-8*(E'S-3)+6*(4'S-2) TO NMPS
SKIP
STOR EXP( -LIBDANfI/lC) TO MSAM~1
STRE NES*(2*A&41-(MSAS4l-2)) TO MP'S
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SKIP
STORE LAMBA/MC TO0 MSASM

SKIP
STLORE MSAS1+LAMBDA/MC 10 MSAq41
SKIP
STORE MSASH1 +LAMDBA/MC M1 MSA-% 1
SKIP
STORE' MA ~l+4BDAMC To Ms-I
SKIP
S 10RE SP 1L*~A/C 0MA
SKIP
STORE MSAS11+LAMA/NIC TO NISAScMl
SKIP
ST1ORE MSASM1 +LAMA/MC 10 MSAsc1

SKIP
STORE EX (ASMBD*MF/NE 10 MA41

STORE MS*(32*SAS1(sS) ) TO MPPS

SKIP

STORE IMAI +A/MC TO MSAS 41
SKIP
STORE MSASM1 +LAMBDA/MC T0 MSAs41

SKIP
STOREE LASIBI)AMEDIC 1o MISAS

SKIP

S TORE M.SASM1 +LAMBDA,'M.f To MSASM1
STORE MPS*(3-2*EXP(-.5#4S41*Nfl)) T101MPS
SKIP
STORE NPS*( 3-2*EXP( -. L4W*/M TO MP'S
SELECJT 2
REPLACE AAC WITH NIPS
SELECT 1
REMW

P RIC4.P1G File Listin

PROCEDURE EPS
LOCATE FOR 1tNEM ='ARRAYl'
STORE LImflA/M.t TO SASM1
SKIP
STOWE NSASM1 +L&MbWA/ME T1O MASMI
S OrE EXP (-MSA,9414Wr) TO MP'S
SKIP
STORE Exp (-L miDAwF/bc) To NIsAsm1
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STORE MPS$ ( 2#SA941 -(MSA3941 2)) TO MPS,
SELECT 2
STORE CSRA TO MPSE
STORE BAT TO MPSB
STORE CANi TO MPSA
STORE CAP2 TO NIPSG
SELECT I
IF MPUBB > 8
STORE NfPUBE TO MJPSE
STORE M4PUBB TO >I4PSB
b luRE MWI'UTA TO Nips".
STLOWE MPUBG TO MPSG
E7NDIF
STORE EP(-33*#fr/M4C) TO ?MUSD
STORE ?4PS*(MPSE-3) TO MPS
SKIP 3
STORE EXP ( -AMA*MC4) TO mps5
STORE 2*MPS5-(MPS5-2) TO M4PSF
SKIP
STORE LAMMA/MC TO MSAM4l
SKIP
STORE 1MtA-f 1 +1AMffA/lMC To MSA~c,41
SKIP
STRE MSAS41+L*4IA/MC TO MSA-941
SKIP 3
STORE MA.41+LAMBDA/MC TO MSAM41
S IUM (MPSF-2 ) *4SB*MPSE*EXP (-MS4 fI) To msA%4i
STUM t4PS*(3*(MSAS(1 2)-2*(MSAS1-3)) TO MPS
SKIP
STORE EXP ( -AMHA4/NC) TO MSA%4f1
SKIP
STORE EXP (-L*A*I7P'E) TO MSAS42
STORE 3*( (MSASMIE2)*MSAS42-(KSAS1^3)*(MAS42-2)) TO ?SA-%43
S'RUSI MPS*(MSASM3+(MSMI413)*(MSAS42-3)) TO MIPS
SKIP
SMMR LAM~f)A/MC TO MSASMI
SKIP
STORE MSA.91+AM)A/h4 TO MSAa41
SKIP
STORE MSASKI+LA*)A/MC TO MSASI
S~TORE EXP ( -NMAS4If) TO MSAS41
STOR~E MSASMI1ISA*(FSE2)*(3*(IPS5-2)-2*(NfS5-3)) TO 14'SC
SKIP 3
STORE EXP ( -[*AM~l*r/MC) TO NSASM1
STORE ?4'S*( 2"MSASMl-(MSAW~1^2)) TO MP'S
SKIP
SIMt~ EXP ( -1 AMAf/l4) TO MSASM1
STORE NPS*(12*(MSA111)-U;*(MS4lr12)) TO MP'S
SKIP
STORE EXP (-LAMMA*r/MW) TO !SAS41
STCIRE 4PS* t (NWAM +PSD- (MSASMI #FSD) ) -2) TO PS
SKIP
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S TRE NIPSF*EXP (-LA DWA*lff/HE) TO, MSASM
STMOE .999988*NfPS*(MSASMI+MPSD- (MSAf1MP4SD)) TO0 MP'S
SKIP 2
ST1ORE M'S *EXP (-L AAfl/MIC) T0 MP'S
SKIP
STOR~E LN4B)A/MC M1 MSA-cN1
SKIP
STORE MSASMI+LMMBA/1Z TO0 MSA~fl
SKIP
STORE MSA-411 +LAMA/MC T10 MANI
STOR~E EXP'( -MSA%41 4f) 10 MSAS41
STORE MPS* ((MSASM1 +MPSD- (MSASM1 *4)SD) ) 4) '10 MP'S
ST1ORE MI'S *PSF4MPSG T0 MP'S
SKIP 3
S TRE 2*LAMBDA/W* TO MSA~f 1
SKIP
STORE NSASI11+LANBDAAC TO MSASM1
STOWE 14S*EXP'( -MSA3I1 *Nf) TO MP'S
SKIP
STORE EXP'( -LAMBDA*NfF/ME) TO MSM
STORE MPS*( (241SA-c4ol-(SA-941l2) )-29) TO, MP'S
SKIP
STORE EXP'( -L4MDAlfl/MC) 10 MSA41
STORE MPS*(2*(MSASM1-.5)-MMAS1) TO 14PS
SKIP 2
S TRE EXP ( -IANA*~r/W~) TO MSAS41
STORE MPS*(2*fSA41-(MS~l-2)) 1O1MPS
SKIP
STORE EXP'( -LAM{r/4) 10 MSASM1
STORE 14'5* ( 2*PSF*MSASM1 -( (MPSF*ffAS41 ) 2)) TO MP'S
SELECT 2
REPLACE EPS WITH MP'S
SELECT 1
RFIURNJ

PROEDURE RCE
LOATE FOR 1t4EM ='TANK'
STORE IAH)DA/MC 10 WASM1
SKIP
STOWF MAM1+L IH)DAM T10 ?ASMI
SKIP
SMORE l.5AS4WlA/MlC TO MSAa41
SKIP
S TRE t'SAS41+1AMEDAAZ T0 NSA.SK1
STOXRE EXP( -MA.%fl1 ff) TO W4S
SKIP
S IORE LAMNWA/MlC TO MASM1
SKIP
STORE MSA-%f1+LAM4A/'E T0 MSASM1
SKIP
SIME~ 1'AS'f1 +LAMB4DA/!MC To NMASMI
SIMR .99898*EP(-MsA-%fl~fr) TO MS~AR41
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STORE MPS*MAS**(+(-(MSA{.5))/.5) T10 NIPS
SKIP
STORE LMNBIA/MC TO MSAf 1
SKIP
STORE MSA941 +LAMBDA/NlC TO0 MSAc*%f
SKIP
STORE MSASN11+LAMBDA/NIC TO M4SASl
STORAE .996*EP(-MSAS41*~r) TO MSAM41
STOR.E MPS*SA3411*(+(-(MASAMI1.5))/.5) TM NIPS
SKIP
STORE LANMDA/MC TO MSHI4
SKIP
STORE MS1+LANMA/NIC TO MSA-I11f
SKIP
STORE MSA3%II +L41NMA/$fC TO MSA.S~f1
STORE EX(J)-MSAS4 ,l'r) TO NIPSA
SKIP
STOR~E EXP (-LAMMBA*Nf/IMC) TO MPSB
STOM 2*(MPSB-2)-(MPSB-4) TO MPSB
STORE NIPS *MPSA* { 1+NPSB- (MPSA*NIPSB)) TO NIPS
SELECT 2
REPLACE RCE WITH NIPS
SELECT 1
RETURN

PROCEDURE SYSTEM
STORE CX14{*Ir*AAC*EPS*RCE TO NIPS
REPLACE SYST11M WITH MIPS
REIURN

PRCEDURE XRCU
LOJCATE FUR MNFI1 = I'PSI
S TRE LA*MA/NIC TO NSAEMf1
LOCATE FOR NFM ='CS'
STOSE MSAR41+L&U)DA/NIC TO MSAS41
LOCATE FR NEM = TS'
ST1ORE ?4SAS41 l+LAlDA/14C TO ?SASMI
LOCATE FUR NEM = LS
STORE MSA8Ml+3*LAMNU)A/tMtC TO NSAS41
LOCATE FUR MNlM = 'DBI3C
STORE MSASM[1+LA1MU)AA' TO ?4SAM41
STORE EXP( -MSAM1lr) TO MIPS
SELECT 2
REPLACE RCU WITH NIPS
SLEC 1
RETURN

PROCDRE XWBRA
WACAT1E FOR tM~ WA
STORE LAME)A/1ME TO MSA~bf
LOCATE FUR~ ttEM= WW1
STORE NSAM41+L&l.U)A/ME TO MSA-941
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LOCATE FOR t4NEM ='WBIN2'
STORE MSA.f 1 +LAI'H)A/M TO MSASf 1
LOCATE FOR MNFM ='WBERJRC'
STORE MSAR41 +LAMBDA/MC TO MSASMI
LOCATE FOR MtJEM ='WBRW3'
STORE MSASM1 +LAMBDA/MC TO ?{SA-Wl
STORE EXP (-MSAS141 *Nf) TO MPS
SELECT 2
REPLACE WBRA WITH MPS
SELECT 1
RETURN

PROCEDUJRE XWBTA
LOCATE FOR MNFM 'WTAI
STIORE LAMBA/C TO MSA%f
LOCATE FOR, MNF4 ='IWBlWl I
STORE MSASM1 +lAMBDA/14C TO MSASM1
LOCATE FOR MNI 'WBWN2'
STOWE MES f11 AMBDA/M TO N4SAS 1
LOCATE FOR MN4 'WBIa'C'C
STORE MSASM1 +lA2BDA/MC TO MSASM1
LOCATE FOR MNEM = WB'N3'
STORE MSA%411+LAMBDA/14Z TO 14SAR41
STlRE EXP (-MSAM1 4ff) TO MPS
SELECT 2
REPLACE WBTA WITH MPS
SELCT 1
RETRN

PROCEDUJRE XNBTA
LOCATE FOR MNEM 'NTA'
STORE LMWBA/1ME TO MSASMfI
LOCATE FOR MNEJM ='NB'N1'
STORE MSA-41 +LA1MfA/1C TO MSASM1
LOCATE FOR MN124 = 'NBIW2'
STOW~ MSA941 +LiAflA/NIC TO MSAR41
LOCATE FOR 14NEM = 'NfflIRC'
STOWE MSASI+LA1M)DA/1IC TO MSAS4I
LOCATE FOR MkM =I R I
STOW W3ASM1+I*A/AC TO ?.SASM1
STORE EXP ( -HAS41 4(r) TO MP~S
SELECT 2
REPLACE NBTA WITH MPS
SELECT 1
RETURN

P1RJC5.PIG File Listin

PROCEDURE STORAE
PUBLIC MI, M, M3, M4, M5, M46, M7 M48, M.9 M19
PUBLIC Mll, M12, M13, M14, M15, M16, M17, M18, M19, M429
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STORE O TO M1, M2, M3, M4, M5, M6, M7, M8, M9, M19
STORE 0 TO M11, M12, M13, M14, M15, M16, M17, M18, M19, M29
REIIRN

PROCEDLRE ASSFNBLY
00OTOP

CLEAR
@ 12,0 SAY 'Estimating assembly level failure rates. Standby...'
DO WHILE .NOT. FOF()
STORE 738.5*TIME TO HT
STORE MI+LOG(PS)/Mr TO M1
STORE M2+LO G(CS)i/r 1O M 2
STORE M3+LOG('IS)/NT TO M3
STORE M4+LOG(LGS)/MT TO M4
STORE M4+LOG(DBC)/MT TO M5
STORE M6+LOG(WRA)/MT TO M6
STORE M7+LOG(WBR I)/N r TO M7
STORE MR+LOG(WB1)/Mr TO M8
STORE M9+LOG(WBRW2)/HT TO M9
STORE MlO+OGG()WBR /)M TO M16
STORE MII+_OG(WrA)/M TO MiI
STORE M12+LOG(WB )/Hr TO M12
STUE M13+LOG(WBTW2)/MT TO M13
STORE M14+LOG(WBN2)/r TO M14
STORE M15+LOG(WBfW3)/WT TO M15
STORE M16+IOG(NA)/MT1 TO 16
STORE M17+LOG(NTI)/MT TO M17
STORE M18+LOG(NB'fW)/HT TO M18
STORE 19+LOG(NBTIRC)/NT TO M19
STORE M20+LOG(NBTR)/Mr TO M20
SKIP
KDDO

GOTOP
SELECT I
LOCATE FOR MNEM = 'PS'
REPLACE LAMA WITH -MI*C/Wr
LOCATE FOR MEM = 'CS'
REPLACE LABMDA WITH -M2*MC/WM T
LOCATE FOR MNEM = ITS'
REPLACE LAME)A WITH -M3*C/MWr
LOCATE FOR 14EF = 'LGS'
REPLACE L*MA WITH -M4*WA/CDr
LOCATE FOR M = IDOCI
REPLACE LAMBDA WITh -M#4C/MCNTT
LOCATE FOR NM = IWRA
REPLACE L*IA WITH -M6*fW/WM4T
LOCATE FOR MNEM = ,W I
REPLACE LMAA WITH -M7*WU/Wfr
LOCATE FOR MNEM = 'WBRW2
REPLACE *IBA WITH -M8*CAWM
LOCATE FOR MNEM = 'WBRORC'
REPLACE LAMA WITH -Mg4 / WNT
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LOCATE FOR NEM = 'WBRW3'
REPLACE LAMBDA WITH -M19*MC/MCNr
L4CATE FOR MN = 'WPA'
REPLACE LAMBDA WITH -M11*MC/MCNT
LOCATE FOR 4EM 'WB'N1'
REPLACE LAMBDA WITH -M12*Z/MCW"T
LOCATE FOR MN M 'W'W2'
REPLACE LANMBA WITH -MI13*MtC/MCNr
LOCATE FOR MN M 'W'IIU'
REPLACE LAMBDA WITH -M14*M/M4N
LOCATE FOR MNEM 'WBTW3'
REPLACE LAMBDA WITH -MI15*MC/ rr
LOCATE FOR MNEM = 'NTA'
REPLACE LAMBDA WITH -M16,4C/M/
LOCATE FOR M?4 = 'NB'IW1'
REPLACE LAMBDA WITH -MI7*MC/MCNT
LOCATE FOR MNEM ' NBTW2'
REPLACE LAMBDA WITH -MI8*MC/MWNT
LOCATE FOR MN M 'NBTIRC'
REPLACE LAMBDA WITH -M19*MCMCMNT
LOCATE FOR MNEM ' 3NB'3
REPLACE LAMBDA WITH -M20*MC/MCNT
SELECT 2
RELEASE ALL
REIURN

PROCEDURE BOX
GO TOP
CLEAR
@ 12,0 SAY 'Estimating box level failure rates. Standby...'
DO WHILE .NOT. EOF()
STORE 730.5*TIME TO MT
STORE M1+LOG(RCU)/MT TO M
STORE M2+LOG(WBRA)/MT TO M
STORE M3+LOG(WBTA)/MT 0 M3
STORE M4+LOG(NBTA)/MT TO H4
STORE M5+LOG(CM)/4r TO M5
STORE M6+LOG(SANT)/Mf TO 6
SlOR M7+LOG(CSRA)/MT TO M7
SIORE M8+LOG(BAT)/MT TO M8
ST('E M+I=G(CAPl)/.f TO M9
STORE MlB+LOG(CAP2)/MT I0 MI0
SKIP
ENDO
GO TOP
SELECT 1
LOCATE FUR MNE1 = IRCJ'
MACE LAMR)A WITH -M1*4C/T T
LOCATE FUR 4NEM = 'WBRA'
REPLACE LA~MFA WITH -M2 *W/MMT
LOCATE FOR MNE = 'WBTA'
REPLACE LAMBDA WITH -M[3*W/MN
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LOCATE FOR NEM 'NBTA'
REPLACE LA"BDA WITH -M4*/MCNT
LOCATE FOR NI M: 'C
REPLACE LAMBDA WITH -Mf*MC/M-NT
LOCATE FOR NEM = 'SANT'I
REPLACE LAMBDA WITH -M6*C/L-CNT
LOCATE FOR MN M 'CSRA'
REPLACE LAMBDA WITH -M7C/Mt!CNT
LOCATE FOR MNM 'BAT'
REPLACE LAMBDA WITH -M8* 1C/lCN
LOCATE FOR MNFIM = 'CAP1'
REPLACE LAMBDA WITH -H9*MC/MNVT
LOCATE FOR MN = 'CAP2'
REPLACE LAMBDA WITH -M1*MC/M!NC4T
SELECT 2
RELEASE ALL
RHIRN

PROCEDURE SUBSYS

CLEAR
@ 12,0 SAY 'Estimating subsystem level failure rates. Standby..'
DO WHILE .NOT. EX)F()
STORE 730.5*TIME TO Kit
STOE M1+LOG(MW4)/MT TO Ml
STORE M2+LOG(T )/Nfr TO M2
STORE H3+LOG(AAC)/MT TO M3
STORE M4+LOG(EPS)/MT TO M4
STORE M5+LOG(RCE)/MT TO M5
SKIP
EDDO
GOTOP
SELECT 1
LOCATE FOR NI =M 'XC4I{,
REPLACE LAMBDA WITH -M1*C/MET
LOCATE FOR NEM = 'TIC'
REPLACE LAMBDA WITH -M2*C/MlCT
LOCATE FUR MNEM! = 'AAC'
REPLACE LAMEDA WITH -M3*Wff/M
LOCATE FOR MNIN = 'IEPS'
RE"LACE LAMBDA WITH -M4*C/MHfT
LOCATE FOR MNE M = IRI
REPLACE LMDA WITH -MS*C(/W
SELECT 2
RELEASE ALL
REIVRN

PROCEDURE SYS
STORE 9 TO M1
GO TOP

CLEAR
* 12,0 SAY 'Estimating system level failure rate. Standby...'
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DO WHILE .NOT. EOF()
STORE 730.5*TDIE TO fT
STORE M1+LOG(SYSThM)/MT TO M1
SKIP
EZDOO
GO TOP

STORE -Ml*MC/Cr T1 M1
CLEAR
@ 12,0 SAY 'System failure rate (LAMBDA)
@ 12,32 SA' M1
@ 12,52 SAY 'per billion hours.'
@ 20,0 say I I
WAIT 'Hit any key to continue...'
RERN

PROICEURE XCOMH
LOCATE FOR NFEM 'RCU'
STORE L-4MDA/MC TO MSASM1
LOCATE FOR Nf = 'WBRA'
STORE MSASMI+LAMBDA/M TO MSASM1
LOCATE FOR MN = 'WBTA'
STORE MSA-Z1 +LAMBDA/MC TO MSAS1
LOCATE FOR MNE: 'NIBTA'
STORE MSA941+LAMBDA/MC 10 MSASMI
STORE NIRBC*EXP(-MSA4I*ITf) TO MPS
SELECT 2
REPLACE CC1W WITH MIPS
SELECT 1
RETURN

PROCIURE XTC
LOCATE FOR MNE = 1C(DU1

STORE LAMBDA/MC TO M5ASMI
LOCATE FOR NEM = 'SANT'
STORE MSASi1+LAMBDA/fJ TO MSASI1
STORE 1ff*IEXP(- A%4l*MT) TO IPS
SELECT 2
REPLACE T T WITH MP3S
SELECT 1
RETURN

PROMC.P1G File Listing

PROCEDURE XEPS
LOCATE FOR MNEM = 'CSRA'
STORE EXP(-LV40DA*fr/C) TO NFU
LOCATE FOR MN4 = 'BAT'
STORE EXP(-LAMMA*ff/MC) TO MPUBM
LOCATE FOR M(M = 'CAP1'
STORE EXP(-LM~bA*MTC) TO MPUBA
LOCATE FUR NE24 'CAP2'
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STORE EXP(-LAMBDA*tlr/MC) TO MfB
RE'tURN

PROCEDURE XSYSTFM
LOCATE FOR MNEM ='CC4'
STORE lAM,'./MC TO MSAM1
LOCATE FOR MNEM = 'TIC'
STORE MSA..1I+LAMBDA/MC TO MSA.M1
LOCATE FOR MN M 'AAC'
STORE MSAlRI1+LAMBl)A/MC TO MSASZ1
LOCATE FOR %VEM 'EPS'
STORE MSASM1+LAMBDA/MC TO MSAS41
LOCATE FOR MNEM 'RCE'
STORE MSAl41 +L*WA/MC TO MSASMI
STORE EXP (-MSAcMI *Mt) TO MPS
SELECT 2
REPLACE SYSTEM WITh MPS
SELECT 1
RETURN

PROCEDURE SSE
GOTOP
DO WHILE .NOT. EOF()
STORE (SYSTh -EXP(-((TIME/MB)-MA)))-2 TO MM
REPLACE TEMP WITH IfIM
SKIP

SLM TEMP TO MSSE
REIURN

PROCEDURE WEIBUILL
USE TIME
SET DECIMALS TO 4
CLEAR
@ 1, 5 SAY ' ALPHA BETA SSE ITERATION'
STORE 9 TO MIT
PUBLIC MA, MB, MSSE
STORE 1.62 TO MAO, MA
STORE 135.5 TO MBG, MB
STuE .01 TO mBA
SlumE . 1 TOMDB
DO SSE
STORE MSSE TO MREF
DO WHILE .Nr. (MDA < .0001 .AND. M1B < .001)
slIORE NIT+1 TO MIT
? MA, MB, MREF, MIT
STORE MBOMDB TO MB
DO SSE
IF MSSE <MREF
STIORE MSSE TO NOW
STORE M TO MB1
ELSE
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S'TORE MG-MB TO MN
DO SSE
IF MSSE <MREF
STORE MSSE TO MREF
STORE MB TO MB1
ELSE
STORE IMBO TO MB1
FM) IF
ENDIF
STORE MB1 TO MB
STORE MAO+MDA TO MA
DO SSE
IF MSSE < MREF
STORE MSSE TO MR'
SIORE MA TO MAl
ELSE
STORE MAO-MBA TO MA
DO SSE
IF MSSE < MREF
STORE MSSE T MREF
STORE MA TO MAI
ELSE
STORE MAO TO MA1

ENDIF
STORE MAI TC MA
IF MAI = MAO .AND. MB1 = MBO
STORE MDA/2 TO MBA
STORE MDB/2 TO MDB
LOOP
ENDIF
STORE 0 TO MFAIL
DO WHILE MFAIL <> 1
STORE MIT+I TO MIT
STORE 2*MBI-MB TO MB2
STORE 2*MA1-MA9 TO MA2
STORE MB2+MlB TO MB
DO SSE
IF MSSE <MRE2
STORE MSSE TO ?R'

STORE MB TO mB3
ELSE
STORE MB2-" TO MB
DO SSE
IF MSSE < MREF
STORE MSSE TO M
STORE MB TO MB3
ELSE
SIORE MB2 TO MB3
EN7DIF
F7NDIF
STORE MB3 TO MB
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STORE MA2+M)A TO MA
DO SSE
IF MSSE < MREF
STORE MSSE 10 MREF
STORE MA 10 MA3
ELSE
STORE MA2-IDA TO MA
DO SSE
IF MSSE < MREF
STORE MSSE TO MT"
SIORE MA TO MA3
ELSE
STORE MA2 TO 1A3
ENDIF
E DIF
STORE MA3 TO MA
? MA, MB, MREF, MIT
IF MB3 <> MB2 .OR. MA3 <> 14A2
STORE MAI 10 MAO
STORE MB1 TO MBO
STORE MA3 TO MA1
STORE MB3 TO MB1
LOOP

STORE 1 TO MFAIL
ENO
STORE MA1 TO MAO, MA
STORE MB1 TO MBO, MB
DO SSE
STORE MSSE TO N23EF

NATO.DBF File Listing

The NATO.I)BF listing given here is the unedited baseline case where

all component failure rates are at their nominal (contractor-reported)

values.

Column headings are: ?*NE?4, NAME, SSYS, BOX, AS4, SAS4, and LAMEID.

CC14 CcM4JNICATIONS SUBSYSTEM 1 0 9 0.00
RU REUNDANCY ONI'ROL UNIT 1 10 0 0.0
PS RIEJ POWER SELEMM 1 11 0 9.00
PSK RCU PS RELAY 1 11 1 1.10
PSOJN lCU PS DC/DC CONVERTER 1 11 2 142.0
CS RCU CMPONEN SELJWTOR 1 12 0 0.00
CSLOS RCU CS LOCAL OSC SELECUR1 12 1 6.20
CSBS RCU CS EACON SELE(IM 1 12 2 10.00
CSPS RCU CS PREAMP SELECIM 1 12 3 19.0
CSLS ICU CS LIMITER SELECTOR 1 12 4 12.40
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TS RC1U TWIA SELECTOR 1 13 0 0.00
T&{S RCU TS MODE SELECTOR 1 13 1 112.00
TSTS RC'I TS TWrA SELECTOR 1 13 2 15.00
TSWNS RCU TS WB/NB SELECTOR 1 13 3 15.00
TSDS RCU TS DRIVER SELECTOR 1 13 4 12.40
LGS RCU LIMITIR GAIN SELECTOR1 14 0 0.0
LGSKI RCU LGS RELAY TYPE 1 1 14 1 1.06
LGSK2 RCU LGS RELAY TYPE 2 1 14 2 1.16
LGSR RCUJ LOGS RESISTOR 1 14 3 0.02
DEC RCt DIRECT BUS (X)NNECTION1 16 0 0.0
DBCRI RCU DBC RESISTOR TYPE 1 1 16 1 0.05
DBCR2 RCU DBC RESISTOR TYPE 2 1 16 2 9.10
WBRA WB RECEIVE ANTENA 1 20 0 0.0
WRA WB RECEIVE ANT ASSMIBLY 1 21 0 0.0
WBRHS WBR HORN SECTION 1 21 1 9.10
WBRHJ WBR HORN JOINT 1 21 2 9.10
WBRHC WBR HORN COVER 1 21 3 0.10
WBRTH WBR ITEM4AL FINISH 1 21 4 0.10
WBRMG WAR MOE (NERATOR 1 21 5 1.99
WIUM AG TRANSITION 1 21 6 1.99

WBRF WBR WG FLANGE 1 21 7 0.50
WBRFF WAR WC FLANGE FASMJ 1 21 8 0.19
WBRWGJWBR WG BRAZED JOINT 1 21 9 0.29
WBlW1 WAR UPPER{ W RUN 1 22 0 0.0
WlF WAR Wl Wa FLANGE 1 22 1 0.50
WRWIFFWAR Wl WG FIANCE FASMENERI 22 2 0.10
WIiS WBR W1 WO SECTION 1 22 3 0.10
WRW1R WBR W1 WG RUN 1 22 4 0.10
WWIFSWBR Wl WG FLEX SECTION 1 22 5 1.00
WIW13WBR WI %U 30 D BEND 1 22 6 0.20
WR145WBR Wl WG 45 D BEND 1 22 7 0.20
WIW160WER W1 WO 60 D BED 1 22 8 0.20
WRW190WER W1 WG 90 D BEND 1 22 9 0.20
WRlJ WAR W1 WG BRAZED JOINT 1 2210 0.20
WB1M2 WAR REJECT W RUN 1 23 0 0.99
WIN2F WBR W2 WG FLANCE 1 23 1 0.50
WRW2FBR W2 WG FLANGE FASER1 23 2 9.10
WIRW2S WBR W2 WG SECTION 1 23 3 9.10
WRW245WBR W2 WG 45 D BEND 1 23 4 9.20
WRW2J WER W2 WO BRAZED JOINT 1 23 5 0.20
WKWBR CUM REJECT CHANNEL 1 24 0 9.99
WRRCF WER ORC WG FLANG 1 24 1 0.50
WRRCFFWR OC FLANGE FASTENER 1 24 2 0.10
WRIT WER ORC TRANSFRM 1 24 3 1.99
WRIC WER ROTARY COAX CHO 1 24 4 1.99
WRRCS WAR REJECT COAX SECTION 1 24 5 1.00
WRPJS WAR HORN JOINT SPACER 1 24 6 0.10
WRICH WAR OWC WG HYBRID 1 24 7 1.00
WRRCJ WR ORC WG BRAZED JOINT 1 24 8 0.20
WBiR3 WER LOWER %G RUN 1 25 0 0.90
WRW3F WAR W3 WG FIANCE 1 25 1 0.50
WlW3FFWBR W3 WO FIANCE FASWNEI 25 2 0.10
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WRW3S WBR W3 WG SECTION 1 25 3 0.10
WW3R WBR W3 W RUN 1 25 4 9.10
WRW3FSBR W3 WG FLEX SECTION 1 25 5 1.00
WRW36@WBR W3 WG 60 D BEND 1 25 6 0.29
WRW3J WBR W3 UG BRAZED JOINT 1 25 7 9.29
TESTC TEST COUEPLER 1 30 9 1.9
PSBPF PRESELECIOR BP FILTER 1 49 9 13.0
CTAXS COAX SWITCH 1 5) 0 25.09
PREAPREAMP 1 69 9 81.0
A'TTrN A1'TNUATOR 1 70 9 13.90
HYBRIDHYBRID SPLITTh 1 80 9 17.0
PCS PORT CIRCUJLATOR SWITCH 1 90 9 39.00
BPF BAND PASS FILTER 1100 9 13.0
EQUAL EQUALIZER 1119 9 13.99
LIMIT LIMITER 1120 9 383.0
Lo LOCAL OSCILLAIR 1130 9 591.00
LOH LCCAL OSCCILLATOR HYBRID 1149 9 37.00
DC DOWN CONVERTER 1150 9 128.00
ISO ISOLATOR 1160 9 13.00
CIRC CIICULATOR SWITCH 1170 9 50.00
DRVAMPDRIVER AMPLIFIER 1180 9 222.0
TWrA TWT AMPLIFIER 1190 9 8880.00
WGSWT WAVE GUIDE SWITCH 1299 9 20.00
OUrF OUTPUT FILTfR 1219 9 5.99
LPF LXW PASS FILTIE 1220 9 5.00
BIF BEACON INJEC FILTER 1239 9 5.0
BRF BEACON REJECT FILTER 1249 9 13.0
C1JET CtUPLER DETEC" 1250 9 32.00
BEACOUBEACON GENERATOR 1260 9 1454.99
WBTA WB TRANSMIfT ANTENNA 1279 0 9.0
WFA WB TRANSMIT ANT ASSEMBLY 1271 9 9.90
WBTHS WBT HORN SECTION 1271 1 9.10
WBTHJ WBT HORN JOINT 1271 2 9.10
WBTHC WBT HORN COVER 1271 3 0.10
WBTBH WBT THEIRAL FINISH 1271 4 9.19
WB'G WB' ?4DE GEANEAOR 1271 5 1.0
WB17'WBT WG TRANSITION 1271 6 1.00
WBTF WBT WG FLANGE 1271 7 0.50
WBTFF VIBT WG FLANGE FASTENER 1271 8 9.19
WffVC^WB %G BRAZED JOINT 1271 9 9.29
WB'IW1 WBT LPPER WG RUN 1272 0 9.99
WIW1F WBT Wi WG FLANGE 1272 1 0.50
WNdlFFWB Wl W FLANGE FASTENER1272 2 0.19
WI1IS WBT Wl W SECTION 1272 3 0.10
WTW1R WET W1 WG RUN 1272 4 9.19
WilFSBT W1 W FLEX SECTION 1272 5 1.00
WIV13OWBT WI WG 30 D BEND 1272 6 0.20
WIW160WBT W11 W 60 D BEND 1272 7 0.20
WI190'9OT W1 WG 90 D BEND 1272 8 9.20
WTW1J WBT W1 W BRAZED JOINT 1272 9 0.20
WB'2 WRT REJECT WG RUN 1273 9 0.00
WIN2F WRT W2 Ia FLANGE 1273 1 0.50
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WIW2FYnIT W2 WG FIANCE FASTE1273 2 0.10
WIW2S WBT W2 WG SECTION 1273 3 0.10
WIW23WBT W2 W13 30 D BEND 1273 4 0.29
WN2J WBT W2 WG BRAZED JOINT 1273 5 0.20
WBCRCW CEN1RL REJECT CHANNEL1274 0 0.90
WRCF WBT CRC WG FLANCE 1274 1 0.50
WmCFI;NW CRC FIANCE FASTEN4ER 1274 2 0.19
WTRCC WBT ROTARY COAX CHOKE 1274 3 1.0
WTRCS WB REJECT C OAX SECTION 1274 4 1.00
WTHJS WBT HORN JOINT SPACERI 127,* 5 0.19
WIRCJ WBr CRC 1U BRAZEI) JOINT 1274 6 0.20
WBW WBT LOWER WG RUN 1275 9 0.90
WIW3F WBT W3 TA FIANGE 1275 1 0.50
WNW3F'VW W3 WG FANCE FASIIENM1275 2 9.10
WIN3S WBT W3 WG SECTION 1275 3 0.10
WNI3R WBT W3 W RUN 1275 4 9.10
WIW3FSWBT W3 k FLEX SECTION 1275 5 1.0
WIN36OWBT W3 WG 60 D BEND 1275 6 0.20
WNW3T WBT W3 WG 90 D TWIST 1275 7 0.40
WIW3J WBT W3 W BRAZED JOINT 1275 8 0.20
NBTA NB TRANSMIT ANTENNA 1280 0 0.00
NTA NB TRANSMIT ANT ASSEMBLY 1281 0 0.00
NBThS NBT HORN SECTION 1281 1 0.10
NBTHJ NBT HORN JOINT 1281 2 0.10
NBlHC NBT HORN OMER 1281 3 0.10
NBTTH NBr 11W4A1 FINISH 1281 4 0.10
NBTMG NBT MODE GENiERA OR 1281 5 1.00
NBI7ENBT WG TRANSITION 1281 6 1.00
NBTF NBT %U FLAN E 1281 7 0.50
NBTFF NBT WG FIA4E FASTENER 1281 8 0.10
NB1WSN? WG SECTION 1281 9 0.10
NBTWIJNBT WG BRAZED JOINT 128110 0.20
NBTP NBT POLARIZER 128111 1.00
NBTW1 NBT UPPER ltA RUN 1282 0 0.0
NTW1F NBT W1 W FLANGE 1282 1 0.50
N'N1FFNBT W1 WG FANCE FASTENER1282 2 0.10
NMlS NBT Wl WG SECTION 1282 3 0.10
NTN1R NB? W1 WG RUN 1282 4 0.10
N1FSNBT Wi WG FLEX SECTION 1282 5 1.00
NTW130NBT W1 WG 30 D BEND 1282 6 0.29
N"N190NBT Wl WG 90 D BEND 1282 7 0.20
NN1J NB? Wl WG BRAZED JOINT 1282 8 0.20
NBTW2 NB? REJECT WG RUN 1283 0 9.00
N W2F NB? W2 WG FLAN(GE 1283 1 0.50
N'N2FFNBT W2 W FIANGE FASMM1283 2 0.10
IW2S NBT W2 W SECTION 1283 3 0.10

NIW23ONBT W2 WG 30 D BEND 1283 4 0.20
N'IW2J NB? W2 1W BRAZED JOINT 1283 5 0.20
NBrIRCNBT INNER REJECT CHANNEL 1284 0 0.00
NTRCF NBT IRC WG FIANGE 1284 1 0.50
NTWCFFNBT IRC FIANGE FASTENER 1284 2 0.10
NTRCT NBT IRC TRANSFORMER 1284 3 1.90
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N'I1CCNBT ROTARY COAX CHOKE 1284 4 1.00
N'TrCS NBT REJECT COAX SECTION 1284 5 1.0
NTHJS NBT HORN JOINT SPACER 1284 6 0.10
NTRCJ NBT IRC WG BRAZED JOINT 1284 7 0.20
NBTN3 NBT LOWER WG RUN 1285 0 0.00
NT,3F NBT W3 WG FLANGE 1285 1 0.50
N'TW3FFNT W3 WG FLANCE FASTENM1285 2 0.10
N'IW3S NET W3 WG SECTION 1285 3 0.10
NTW3R NBT W3 WG RUN 1285 4 0.10
NNW3FSNBT W3 WG FLEX SECTION 1285 5 1.00
NTW369NBT W3 1G 60 D BEND 1285 6 0.20
N'TW39@NBT W3 WG 90 D BEND 1285 7 0.20
NT3T NBT W3 WG 90 D hIWST 1285 8 0.40
NTN3J NBT W3 WG BRAZE) JOINT 1285 9 0.20
TTC TEL9M TRACK CM) SUBSYSTEM2 00 0 0.00
DIPLEXITC DIPLEXER 2 10 0 21.00
TTCHYBTIC HYBRID 2 20 0 15.00
RCVONRECEIVER DC/DC CNVERTIER 2 30 0 98.00
RCVR S BAND RECEIVER 2 40 9 1672.00
CM (XL4IAND UNIT 2 50 0 0.00
C4 CXONC4tAND DC/DC CONVERTER 2 51 0 128.00
BITDET094HAND BIT DgIEUIOR 2 52 0 397.90
CMDDEXCX.IAND DECXDR 2 53 0 947.00
CMDDCRg1HMAND DECRYPTER 2 54 011140.00
LSD LOW SIDE DRIVER 2 55 0 819.00
HSD HIGH SIDE DRIVER 2 56 0 88.00
CMRETC4D CCMBINER RE[AYS 2 60 0 0.00
B(XNV BEACON DC/DC (OXtVERTER 2 70 0 107.00
BiU BEACON TELEMETRY UNIT 2 80 0 1380.00
TU40rIELEMETRY DC/DC (CNVERIER2 90 0 106.00
TLMGENTELEMETRY GERATOR 2100 0 1277.00
TIMINFIELEMET.Y INTERFACE UNIT 211n- 3 87.00
XVlrCtXNTRANS4IT DC/DC C VEVM 2120 0 103.00
SXWMR S BAND TRAN4ITIhR 2139 0 921.00
SANT S BAND ANTENNA 2140 0 0.00
RFSWT RF SWITCH 2141 0 34.0
P.faR POWER DIVIDER 2142 0 25.00
APWIRD ANTENNA POWER DIVIDER 2143 0 21.00
ANTELEANTENNA ELEM 2144 0 5.00
AAC ANT ATT CTRL SUBSYSTEM 3 00 0 0.00
ES EARTH SENSOR 3 10 0 390.00
SS SUN SENSOR 3 20 0 5.00
AACIONAAC DC/DC CONVERTER 3 30 0 114.00
AACELCAAC ELEETIONICS 3 40 0 1998.00
MA(GPU 1AGNTIC PICKUP 3 50 0 15.00
HIXXN KIR DRIVE DC/DC (XMETW 60 0 80.00
MDAMP W11OR DRIVE AMP 3 70 0 160.00
RESWNDRESOLVER WINDING 3 80 0 100.00
MEAR MDTGNR BEARINGS 3 90 0 100.00
WIND MOTOR WINDINGS 3100 0 100.09
NDAMP NUTATION DAP4ER 3110 0 10.00
EPS ELECTRIC POMER SUBSYSTEM 4 00 0 0.00
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ARRAY1MAIN SOLAR CELL ARRAY 4 10 0 117.90
ARRAY2BATrERY SOLAR CELL ARRAY 4 20 0 2.00
SAREL SA RELAY 4 30 0 9.00
CSRA CRNIT SENSING RESIST SET A4 40 0 0.00
CSR CRNT SENSING RESISTOR 4 41 0 0.85
FUSE FUSE 4 50 0 100.00
BCC BATTERY CHARGE CO11ROLLER4 60 0 92.00
CSRC CRNT SENSING RESIST SET C4 70 0 3.00
UVC LMERVOLTAGE ONTROLLER 4 80 0 96.00
BAT BATITRY 4 90 0 0.00
CELL BATTERY CELL 4 91 0 150.00
BATR BATIERY RELAY 4100 0 10.00
EAMP ERROR AMPLIFIER 4110 9 13.00
MAJV MAJORITY VyTR 4120 0 13.00
PW PULSE WIDTH MDJLATOR 4130 0 117.00
BCON BOOST CONVERTER 4140 0 38.00
ECA EC "IC (XMPILER ASSii 4150 0 2.00
CAP1 CAPACITOR ASSEMBLY 1 4160 0 9.00
Cl CAPACITOR 4161 0 0.75
SDRIVESHUNT DRIVER 4170 0 39.00
SHUNT SHUNT SET 4180 0 13.00
ADISC AUTItATIC DISOINNEC1R 4190 9 120.0
AREONAUlTMATIC RECONNEU1M 4200 0 126.0
AGRCFAGE RCE CIRCUIT 4210 0 82.00
CBRR CIRCUIT K RESET RELAY 4220 0 8.00
CBRK TWTA CIRCUIT BREAKER 4230 9 34.00
CSRB CRNT SEISING RESIST SET B4240 0 6.0
CBR CIRCUIT BREAKER RELAY 4250 0 8.00
CAP2 CAPACITOR ASSEMBLY 2 4260 0 0.00
C2 CAPACITOR 4261 0 0.75
ITIM CURRENT TELEME1RY 4279 0 115.0
VTLM VOLTAGE TELEMETRY 4289 0 52.0
FUSEBLFUSE BLOCK 4299 0 100.00
MISC MISC CiASSIS COPONENT'S 4300 0 88.00
AKMCIRAMQ CIRCUIT 4310 9 30.00
AR4SUAKM INITIATOR SQUIB 4320 0 30.00
BCHGS BATIERY CHARGE SEQUNCER 4330 0 102.00
RCE RCI CNWL EjUP SUBSYSTEM5 0 0 9.00
TANK UE TANK 5 10 0 150.00
LINES WET LINES AND FITTINGS 5 20 19.00
FDV FILL/DRAIN VALVE 5 40 0 70.0
PRESSTRESSURE TRANSDL)CER 5 50 0 157.00
AXVD AXIAL VALVE DRIVE 5 60 9 21.00
AXTCA AXIAL TIUST OM ASSE4 5 70 0 19.00
AXTCH AXIAL TCA HEATER 5 80 0 14.00
RAVD RADIAL VALVE DRIVERS 5 90 0 21.00
RATCA RADIAL 'm CIMM ASSEM510 0 3.00
RATCH RADIAL TCA HEATER 5110 9 14.00
TANKH FUEL TANK HEATERS 5120 0 42.00
LINEH FUEL LINE HEATERS 5130 0 20.00
VIH VALVE DRIVER HEATERS 5140 0 28.00
RCE'F RCE THER42JSTAT 5150 0 200.00
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TIME.DBF File

The TIHE.DBF file must be created by the user. Its first field

(column) is labeled TIME and contains the values of time, t (in months),

at which reliability will be calculated. As many entries as desired are

possible, although it should be remembered that the number of entries

directly affects RUP run time.

There are 37 other fields, labeled as follows: 0144, ICU, PS, CS,

TS, LGS, DBC, WBRA, WRA, WBRI1, WBRW2, WBROC, WBRW3, WBTA, WTA, WBIW1,

WBq2, WBITC, WPIN3, NBTA, NTA, NBTIl, WMN, NBTIrIC, NUM, TIC, C)U,

SANT, AAC, EPS, CSRA, BAT, CAP1, CAP2, RCE, SYSTEM, and TEMP. No values

need be initia'ly specified in any of these field -- RUP will provide

them. Except for SYSTEM and TEMP, these are in-process storage

locations for the reliabilities of these units corresponding to the

times specified in TIME, and may be viewed at the end of a RUP run.

SYSTEM is the same thing, but for the spacecraft as a whole. TEMP

provides temporary storage during calculation of the fitted Weibull

reliability function. In the final iteration of the fitting procedure,

the solution will be less optimal than the previous iteration so, at the

end of a RUP run, viewing the TEW column will not quite allow the user

to reconstruct the optimal solution -- this must either be taken from

the screen, or a separate dBASE III PLUS macro program must be written.
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Appendix C: Model Coefficient Tables, ANOVA Tables,

Residual Tables, and Residual Plots

Table C-1. Subsystem-Level Coefficient Table for 0: All Main Effects
and Two-Component Interactions

UNWEIG[fIE) LEAST SQUARES LINEAR REGRESSION OF BETA

PREDIC'OR
VARIABLES OEFFICIENT SID1ERROR STUDENT'S T P

CONSTANT 136.00 5.9621E-03 22811.04 0.0000
CXw -8.2403 5.9621E-03 -1382.11 0.0000
TrC -4.7078 5.9621E-03 -789.62 0.0000
AAC -5.4469E-01 5.9621E-03 -91.36 0.0000
EPS -8.3219E-01 5.9621E-03 -139.58 0.0000
RCE -3.2594E-01 5.9621E-03 -54.67 0.0000
CT 7.4469E-01 5.9621E-03 124.90 0.0000
CA 9.5312E-02 5.9621E-03 15.99 0.0000
CE 1.4281E-01 5.9621E-03 23.95 0.000
CR 3.7812E-02 5.9621E-03 6.34 0.0000
TA 4.5313E-02 5.9621E,-03 7.60 0.0000
TE 7.0313E-02 5.9621E-03 11.79 0.0000
TR 1.6562E-02 5.9621E-03 2.78 0.0134
AE 9.6875E-03 5.9621E-03 1.62 0.1237
AR 2.1875E-03 5.9621E-03 0.37 0.7185
ER 2.1875E-03 5.9621E-03 0.37 0.7185
CASES INCLUDID 32 MISSING CASES 9
[EREES OF FRIEECM 16
OVERALL F 1.721E+05 P VALUE 0.0000
ADJUSTED R SQUARED 1.0000
R SQUARED 1.0000
RESID. MEAN SUARE 1.137E-03
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Table C-2. Subsystem-Level ANOVA Table for /: All Main Effects and

Two-Ccmponent Interactions

STEPWISE ANALYSIS OF VARIANCE OF BETA

INDIVIDUAL CIM C14JIUATIVE C 14JATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARED

CONSTANT 5.9189E+05
COMM 2172.9 1 2172.9 2172.9 0.7314
TIC 709.23 2 2882.1 1441.1 0.9803
AAC 9.4939 3 2891.6 963.87 0.9832
EPS 22.161 4 2913.8 728.44 0.9912
RCE 3.3995 5 2917.2 583.43 0.9923
CT 17.746 6 2934.9 489.15 0.9995
CA 2.9070E-01 7 2935.2 419.32 9.9996
CE 6.5265E-01 8 2935.9 366.98 0.9999
CR 4.5753E-02 9 2935.9 326.21 0.9999
TA 6.5703E-02 10 2936.0 293.60 0.9999
TE 1.5820E-01 11 2936.1 266.92 1.0000
TR 8.7781E-03 12 2936.1 244.68 1.0000
AE 3.0031E-03 13 2936.1 225.86 1.0000
AR 1.5313E-04 14 2936.1 209.72 1.0000
ER 1.5313E-04 15 2936.1 195.74 1.0000
RESIDUAL 1.8200E-02 31 2936.2 94.715

Table C-3. Subsystem-Level Coefficient Table for 0: Two Regressors

UNWEI(MM LEAST SQUARES LINEAR RIRESSION OF BETA

PREDICTOR

VARIABLES CXEFFICIENT Sl ERROR STUDENT' S T P

CONSTANT 136.00 2.4132E-01 563.57 0.0000
0OM4 -8.2403 2.4132E-01 -34.15 0.0000
TIW -4.7078 2.4132E-01 -19.51 0.0000

CASES INCLUDED 32 MISSING CASES 0
DEGREES OF FREEDOM 29
OVERALL F 773.3 P VALUE 0.0000
ADJUSTED R SQUARED 0.9803
R SQUARED 0.9816
RESID. MEAN SQUARE 1.864
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Table C-4. Subsystem-Level ANOVA Table for 3: Two Regressors

SM3W[SE ANALYSIS OF VARIANCE OF BETA

INDIVIDUAL Ciii CU4LATIVE CUJLATIVE ADJUSTI
SOURCE SS DF SS MS R-SQUARED

XNSTANT 5.9189E+05
CCW 2172.9 1 2172.9 2172.9 0.7314
TC 709.23 2 2882.1 1441.1 0.9803
RESIDUAL 54.044 31 2936.2 94.715

Table C-5. Predicted Values and Residuals for 3: Subsystem-Level with
Two Regressors

RUN I/ ( e RUN _
1 151.85 148.95 2.8997 17 151.99 148.95 2.1397
2 133.26 132.47 0.7903 18 132.65 132.47 8.1883
3 140.62 139.53 1.0853 19 139.92 139.53 0.3853
4 125.14 123.95 2.9859 20 124.58 123.95 1.5259

5 159.44 148.95 1.4897 21 149.66 148.95 0.7997
6 132.28 132.47 -9.1897 22 131.67 132.47 -9.7997
7 139.42 139.53 -9.1147 23 138.74 139.53 -9.7947
8 124.29 123.95 1.2359 24 123.74 123.95 0.6859

9 149.79 148.95 0.7497 25 148.93 148.95 -0.0203
10 131.76 132.47 -9.7097 26 131.16 132.47 -1.3897
11 138.83 139.53 -9.7947 27 138.12 139.53 -1.4147
12 123.84 123.95 0.7859 28 123.39 123.85 0.2459

13 148.32 148.95 -9.6303 29 147.57 148.95 -1.3803
14 139.81 132.47 -1.6597 30 139.21 132.47 -2.2597
15 137.67 139.53 -1.8647 31 137.99 139.53 -2.5347
16 123.92 123.95 -9.9341 32 122.48 123.95 -8.5741
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Fig. C-1. Subsystem-Level Residual Plot for 0: Two Regressors

Table C-6. Subsystem-Level Coefficient Table for [l: Four Regressors

UNWEIGHFD LEAST SQUARES LINEAR REGRESSION OF BETA

PREDICTORX
VARIABLES OEFFICIENT SID ERRO0R STUDET'S T P

CONSTANT 136.0 1.2791B-01 1063.23 0.9999
0Xt44 -8.2403 1.2791E-01 -64.42 9.000
TIC -4.7978 1.2791E-01 -36.80 9.080
EPS -8.3219E-01 1.2791E-01 -6.51 0.0009
CT 7.4469E-01 1.2791E-01 5.82 9.0990

CASES INCLUDED 32 MISSING CASES 9
DEIZEES OF FF49EDCM 27
OVERALL F 1.395E+03 P VALUE 0.9999
ADJUSThD R SQUARED 0.9945
R SQUARED 9.9952
RESID. MEAN SQUARE 5.236E-01
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Table C-7. Subsystem-Level ANOVA Table for 1: Four Regressors

STEPWISE ANALYSIS OF VARIANCE OF BETA

INDIVIDUAL CtM CMUJIATIVE C1tMUATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUAR3I)D

OJNSTANT 5.9189E+05
XI4I 2172.9 1 2172.9 2172.9 0.7314
M 709.23 2 2882.1 1441.1 0.9803
EPS 22.161 3 2904.3 968.09 0.9880
CT 17.746 4 2922.0 730.51 0.9945
RESIDUAL 14.137 31 2936.2 94.715

Table C-8. Predicted Values and Residuals for : Subsystem Level with
Four Regressors

RUN e RN

1 151.85 150.53 1.3228 17 151.09 150.53 0.5628
2 133.26 132.56 0.7028 18 132.65 132.56 0.0928
3 140.62 139.62 0.9978 19 139.92 139.62 0.2978
4 125.14 124.63 0.5091 20 124.58 124.63 -0.0509

5 150.44 150.53 -0.0872 21 149.66 150.53 -0.8672
6 132.28 132.56 -0.2772 22 131.67 132.56 -0.8872
7 139.42 139.62 -0.2022 23 138.74 139.62 -0.8822
8 124.29 124.63 -0.3409 24 123.74 124.63 -0.8909

9 149.70 148.86 0.8372 25 148.93 148.86 0.0672
10 131.76 130.89 0.8672 26 131.16 130.89 0.2672
11 138.83 137.96 0.8722 27 138.12 137.96 0.1622
12 123.84 122.97 0.8734 28 123.30 122.97 0.3334

13 148.32 148.86 -0.5428 29 147.57 148.86 -1.2928
14 130.81 130.89 -0.0828 30 130.21 130.89 -0.6828
15 137.67 137.96 -0.2878 31 137.00 137.96 -0.9578
16 123.02 122.97 0.0534 32 122.48 122.97 -0.4866
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Fig. C-2. Subsystem-Level Residual Plot for 3: Four Regressors
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Table C-9. Subsystem-Level Coefficient Table for a: All Main Effects
and Two-Component Interactions

UNWEIMIFI) LEAST SQUARES LINEAR REGRESSION OF ALPHA

PRE)ICTOR
VARIABLES CX)EFTICIENT SID E2RROR STIUDEN'S T P

CONSTANT 1.6222 1.3919E-03 1165.41 0.000
ClXm. 2.5875E-02 1.3919E-03 18.59 9.000
TTC -1.45G0E-02 1.3919E-03 -10.42 0.0009
AAC 1.5625E-03 1.3919E-03 1.12 0.2782
EPS 9.3756E-04 1.3919E-03 0.67 0.5102
RCE -4.8125E-03 1.3919E-03 -3.46 0.0032
CT 1.1875E-03 1.3919E-03 0.85 0.4062
CA -1.50@@E-03 1.3919E-03 -1.08 0.2972
CE -1.7508E-03 1.3919E-03 -1.26 0.2267
CR 1.506OE-03 1.3919E-03 1.08 0.2972
TA 1.50OOE-03 1.3919E-03 1.98 0.2972
TE 1.500@E-03 1.3919E-03 1.08 0.2972
TR -1.1250E-03 1.3919E-03 -0.81 0.4308
AE -1.4375E-03 1.3919E-03 -1.03 0.3171
AR 1.3i25E-03 1.3919E-03 0.94 0.3597
ER 1.4375E-03 1.3919E-03 1.93 0.3171

CASES INCLUDED 32 MISSING CASES 9
DEGiFS OF FREEDCM 16
OVERALL F 31.89 P VALUE 0.0000
ADJUSTED R SQUARED 0.9373
R SQUARED 0.9676
RESID. MEAN SQUARE 6.20@E-05
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Table C-10. Subsystem-Level ANOVA Table for a: All Main Effects and
Two-Component Interactions

STEPWISE ANALYSIS OF VARIANCE OF ALPHA

INDIVIDUAL CLM CUMULATIVE CUIJL'ATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARID

CX)NSTANT 84.208
014 2.1425E-02 1 2.1425E-02 2.1425E-02 0.6890
TC 6.7280E-03 2 2.8152E-02 1.4076E-02 0.9129
AAC 7.8125E-05 3 2.8231E-02 9.4102E-03 0.9126
EPS 2.8125E-05 4 2.8259E-02 7.0647E-03 0.9104
RCE 7.4112E-04 5 2.900@E-02 5.8066E-03 0.9358
CT 4.5125E-05 6 2.9045E-02 4.8408E-03 0.9350
CA 7.2000E-05 7 2.9117E-02 4.1596E-03 0.9354
CE 9.800@E-05 8 2.9215E-02 3.6519E-03 0.9369
CR 7.20O0E-05 9 2.9287E-02 3.2541E-03 0.9373
TA 7.2000E-05 10 2.9359E-02 2.9359E-03 0.9378
TE 7.2090E-05 11 2.9431E-02 2.6755E-03 0.9383
TR 4.0500E-05 12 2.9471E-02 2.4560E-03 0.9372
AE 6.6125E-05 13 2.9538E-02 2.2721E-03 0.9374
AR 5.5125E-05 14 2.9593E-02 2.1138E-03 0.9370
ER 6.6125E-05 15 2.9659E-02 1.9773E-03 0.9373
RESIDUAL 9.9200E-04 31 3.0651E-02 9.8874E-04

Table C-lI. Subsystem-Level Coefficient Table for ce: Two Regressors

UNWEIC Mr1) LEAST SQUARES LINEAR REGRESSION OF ALPHA

PREDICTOR
VARIABLES COEFFICIENT SD ERROR 2I S'INT 'S T P

CONSTANT 1.6222 1.6408E-03 988.66 0.9990
2.5875E-02 1.6408E-03 15.77 9.009

TIC -1.4506E-02 1.6408E-03 -8.84 9.9990

CASES INCLUDED 32 MISSING CASES 9
DEGREES OF FREEDIC 29
OVEALL F 163.4 P VALUE 9.9O90
ADJUSTED R SQUARED 0.9129
R SQUARED 0.9185
RESID. MEAN SQUARE 8.615E-05
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Table C-12. Subsystem-Level ANOVA Table for a: Two Regressors

STEPWISE ANALYSIS OF VARIANCE OF ALPHA

INDIVIDUAL CLi CUJLATIVE CUWLATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARE2

ONSTANT 84.208
coX4 2.1425E-02 1 2.1425E-02 2.1425E-02 0.6890
TIC 6.728@E-03 2 2.8152E-02 1.4076E-02 0.9129
RESIIAL 2.4984E-03 31 3.0651E-02 9.8874E-04

Table C-13. Predicted Values and Residuals for a: Subsystem Level with
Two Regressors

RUN a I a- e JRUN{ ae e _

1 1.6160 1.6108 0.0052 17 1.6080 1.6108 -0.0028
2 1.6660 1.6626 0.0034 18 1.6590 1.6626 -0.0936
3 1.5890 1.5818 0.0072 19 1.5380 1.5818 -0.0438
4 1.6380 1.6336 0.0044 20 1.6320 1.6336 -0.0016

5 1.6160 1.6108 0.0052 21 1.6090 1.6108 -0.0018
6 1.6660 1.6626 0.0034 22 1.6580 1.6626 -0.0046
7 1.5900 1.5818 0.0082 23 1.5830 1.5818 0.0012
8 1.6390 1.6336 0.0054 24 1.6330 1.6336 -0.0006

9 1.6150 1.6108 0.0042 25 1.6080 1.6108 -0.0028
10 1.6640 1.6626 0.0014 26 1.6570 1.6626 -0.0056
11 1.5890 1.5818 0.0072 27 1.5830 1.5818 0.0012
12 1.6370 1.6336 0.0034 28 1.6310 1.6336 -0.0026

13 1.6160 1.6198 0.0952 29 1.6080 1.6108 -0.0028
14 1.6649 1.6626 0.0014 30 1.6570 1.6626 -0.0056
15 1.5909 1.5818 0.0082 31 1.5830 1.5818 0.0012
16 1.6370 1.6336 0.9034 32 1.6310 1.6336 -0.0026
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Table C-14. 0144 Subsystem Coefficient Table for 03: All Main Effects

UNWEIGHTED LEAST SQUARES L INEAR REGRESS ION OF BETA

PR)ICIM
VARIABLES CO)EFFICIEN~T SlID ER~ROR STUDENT'S T P

CON4STANT 135.82 1.7689E-02 7678.52 0.0000
A -8.8125E-02 1.7689E-02 -4.98 0.076
B -7.1875E-02 1.7689E-02 -4.06 0.0153
C -1.0187E-01 1.7689E-02 -5.76 0.0045
D -4.8125E-02 1.7689E-02 -2.72 0.0530
E -3.8125E-02 1.7689E-02 -2.16 0.0974
F 6.875@E-03 1.7689E-02 0.39 0.71'73

G -5.6875E-02 1.7689E-02 -3.22 0.0324
H -1.5187E-01 1.7689E-02 -8.59 0.0010
I -1.7687E-01 1.7689E-02 -10.00 0.0006
J -7.1781 1.7689E-02 -405.80 0.0000
K -2.1812E-01 1.7689E-02 -12.33 0.0002

CASES INCLUDED 16 MISSING CASES 0
DEGREES OF F1REEDCM 4
OVERALL F 1.501E+04 P VALUE 0.0000
ADJUSTED) R SQUARED 0.9999
R SQUARED 1.0000
RESID. MEAN SQUARE 5.006E-03

Table C-15. (XtM Subsystem ANOVA Table for fl: All Main Effects

STEPWISE ANALYSIS OF VARIANCE OF BETA

INDIVIDUAL CtM CI'IJIATIVE CU4JULATIVE ADJUSTD
SOURCE 55 DF SS MS R-SQUARE)

COJNSTANT 2. 9517E+05
A 1.2426E-01 1 1.2426E-01 1.2426E-01 -0.0713
B 8.2656E-02 2 2.0691E-01 1.0346E-01 -9.1538
C 1.6606E-01 3 3.7297E-01 1.2432E-01 -0.2494
D 3.7056E-02 4 4.1002E-01 1.0251E-01 -0.3630
E 2.3256E-02 5 4.3328E-01 8.6656E.-02 -0.4992
F 7.5625E-04 6 4.3404E-01 7.2340E-02 -0.6658
G 5.1756E-02 7 4.8579E-01 6.9399E-02 -0.8739
H 3.6906E-01 8 8.5485E-01 1.0686E-01 -1.1406
I 5.0056E-01 9 1.3554 1.5060E-01 -1.4959
J 824.41 10 825.76~ 82.576 0.9972
K 7.6126E-01 11 826.52 75.139 9.9999
RESIDUAL 2.0781E-02 15 826.54 55.103
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Table C-16. OWh Subsystem Coefficient Table for 3: One Regressor

UNWEIGMED LEAST SQUARES LINEAR REGRESSION OF BETA

PREDICIOR
VARIABLES COEFFICIENT STD ERROR S1DENT'S T P

CONSTANT 135.82 9.7667E-02 1390.68 0.0000
TWTA -7.1781 9.7667E-02 -73.50 0.000

CASES INCLUDED 16 MISSING CASES 9
DEGREES OF FRIEECM 14
OVERALL F 5.402E+03 P VALUE 0.000
ADJUSTED R SQUARED 0.9972
R SQUARED 0.9974
RESID. MEAN SQUARE 1.526E-01

Table C-17. (Cb Subsystem ANOVA Table for f3: One Regressor

STEISE ANALYSIS OF VARIANCE OF BETA

INDIVIDUAL CtM CU4ULATIVE W4JIATIVE ADJUSTED
SOURCE SS DF SS 1(S R-SQUARED

CONSTANT 2.9517E+05
IWA 824.41 1 824.41 824.41 0.9972
RESIDUAL 2.1367 15 826.54 55.103

Table C-18. Predicted Values and Residuals for 3: 014 subsystem with
One Regressor

RUN e RUN e

1 128.85 128.64 0.2050 9 128.67 128.64 0.0250
2 143.32 143.00 0.3188 19 143.28 143.00 0.2788
3 142.98 143.00 -0.0212 11 142.68 143.00 -0.3212
4 128.79 128.64 9.1450 12 128.83 128.64 0.1850

5 129.17 128.64 0.5250 13 128.53 128.64 -0.1150
6 142.44 143.00 -0.5612 14 142.90 143.00 -0.1012
7 142.85 143.00 -9.1512 15 143.56 143.00 0.5588
8 128.57 128.64 -0.9750 16 127.75 128.64 -0.8950
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Table C-19. QICf Subsystemi Coefficient Table for a: All Main Effects

UNWEICMED LEASTW SQUEARES LINEAR REGRESSION~ OF ALPHA

PREDICTOR
VARIABLES CO)EFFICIENT ST) E]RIM STUDENT' S T P

ONSTANT 1.6232 6.2590E-95 25971.99 9.9999
A -8.1250E-04 6.2560E-05 -13.99 9.0002
B -9.375@E-04 6.2566E-05 -15.09 9.0001
C 3.125GE-94 6.250@E-05 5.00 0.0075
D -4.375@E-04 6.2569E-95 -7.00 9.9922
E 1.875@E~04 6.250@E-05 3.99 0.0399
F 6.25@@E-05 6.250@E-05 1.99 0.3739
G -3.1250E-04 6.250@E-05 -5.09 0.0075
H -1.0625E-03 6.250E-05 -17.00 9.9901
I 8.125GE-04 6.25OOE-05 13.90 0.0002
J 2.6562E-02 6.2566E-05 425.09 0.9099
K 5.6250E-04 6.250@E-05 9.99 9.9908

CASES INCLUDEDI 16 MISSING CASES 9
DEGR~EES OF FEE2M 4
OVER~ALL F 1.652E+04 P VALUJE 9.9999
ADJUSTED R SQUJARED 0.9999
R SQUARED 1.9999
RESED. MEAN SQUARE 6.250E-08

Table C-20. 01.14 Subsystem ANOVA Table for a: All Main Effects

STEPWVISE ANALYSIS OF VARIANCE OF ALPHA

INDIVLIDUAL (XM QMJW ATMV CLMIATIV ADJUSTED
SOU)RCE 55 DF SS MS Il-SQUARED

CONrSTANT 42.156
A 1.0562E,-05 1 1.0562E.-05 1.0562B-05 -0.0704
B 1.4062E-05 2 2.4625E-05 1.2312E-05 -0.1513
C iT- ZGi 8.7292E-06 -0."'471
D 3.0625E-06 4 2.9250E-05 7.3125E-06 -9.3601
E 5.6259E-97 5 2.9812E-05 5.9625E-06 -9.4961
F 6.259E-08 6 2.9875E-05 4.9792E-06 -9.6623
G 1.5625E-06 7 3.1437E-05 4.4911E-06 -9.8698
H 1.8062E-05 8 4.950E-05 6.1875E-06 -1.1335
1 1.0563E-05 9 6.0062E-05 6.6736E-06 -1.4868
J 1.1289E-02 19 1.1349E-02 1.1349E-03 9.9986
K 5.0825E-06 11 1.1354E-02 1.0322E-03 0.9999
RESIDUJAL 3.1250E-07 15 1.1354E-02 7.5696E-0i4
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Table C-21. (XW Subsystem Coefficient Table for a: One Regressor

UNWEI(MTI) LEAST SQUARES LINEAR REGRESSION OF ALPHA

PREIICTOR
VARIABLES OEFFICIENT SID ERROR STUDENT'S T P

CONSTANT 1.6232 5.4023E-04 3004.60 0.0000
TWTA 2.6562E-02 5.4023E-04 49.17 0.0000

CASES INCLUDI 16 MISSING CASES 0
DEGREES OF FREEDOK 14
OVERALL F 2.418E+03 P VALUE 0.0000
ADJUSITD R SQUARED 0.9938
R SQUARED 9.9942
RESID. MEAN SQUARE 4.67@E-06

Table C-22. (XM4 Subsystem ANOVA Table for ci: One Regressor

STEPWISE ANALYSIS OF VARIANCE OF ALPHA

INDIVIDUAL C114 C MJIATIVE CUMULATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARZ)

CONSTANT 42.156
ThTA 1.1289E-02 1 1.1289E-02 1.1289E-02 0.9938
RESIDUAL 6.5375E-05 15 1.1354E-02 7.5696E-04

Table C-23. Predicted Values and Residuals for a: CXHI subsystem with

One Regressor

iN ce e RUi e

1 1.654 1.6497 0.0043 9 1.649 1.6497 -0.0007
2 1.594 1.5966 -0.0026 10 1.598 1.5966 0.0014
3 1.596 1.5966 -0.0006 11 1.598 1.5966 0.0014

1.649 1.6497 -0.0007 12 1.645 1.6497 -0.0047

5 1.652 1.6497 0.0023 13 1.651 1.6497 0.013
6 1.598 1.5966 0.0014 14 1.597 1.5966 0.0004
7 1.596 1.5966 -0.0006 15 1.596 1.5966 -. 90006
8 1.650 1.6497 0.0003 16 1.648 1.6497 -. 0017
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Fig. C-5. C('t Subsystem Residual Plot for a: One Regressor

Table C-24. TIC Subsystem Group Screening Coefficient Table for /3:
Five Regressors

UNWEI( MrM LEAST SQUARES LINEAR REGRESSION OF BETA

PREDICTOR
VARIABLES CXEFFICIENT STD EIOR STUDENT'S T P

CONSTANT 135.52 1.2817E-01 1057.37 0.0090
B -3.7625E-01 1.2817E-01 -2.94 0.9991
C -2.6762 1.2817E-01 -29.88 8.0023
D -2.1625E-01 1.2817E-01 -1.69 0.2336
E -6.2125E-01 1.2817E-01 -4.85 0.0480
F -4.5625E-01 1.2817E-01 -3.56 9.0707

CASES INCLUDED 8 MISSING CASES 0
DEGREES OF FREEDC1 2
OVERALL F 96.73 P VALUE 0.0103
ADJUSTED R SQUARED 0.9856
R SQUARED 0.9959
RESID. EAN SQUARE 1.314E-01
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Table C-25. TVC Subsystem Group Screening ANOVA Table for 03: Five
Regressors

STEPWISE ANALYSIS OF VARIANCE OF BETA

INDIVIDUAL CU4 CULATIVE CtUJLATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARED

CXNSTANT 1.4692E+05
B 1.1325 1 1.1325 1.1325 -0.1460
C 57.299 2 58.431 29.216 0.8818
D 3.7411E-01 3 58.805 19.602 0.8625
E 3.0876 4 61.893 15.473 0.9295
F 1.6653 5 63.558 12.712 0.9856
RESIDUAL 2.6283E-01 7 63.821 9.1173
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Fig. C-6. TIC Subsystem Group Screening Residual Plot for j3: Five
Regressors
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Table C-26. ITC Subsystem Group Screening Coefficient Table for ce:
Three Regressors

UNWEI fEI) LEAST SQUARES LINEAR RBXPESSION OF ALPHA

PRE)ICTOR
VARIABLES (X)EFFICIENT SD EREM STUDENT'S T P

CXNSTANT 1.6255 1.2247E-03 1327.22 0.000
C -2.500E-03 1.2247E-03 -2.04 0.1108
E -5.500E-03 1.2247E-03 -4.49 0.0109
F -4.500E-03 1.2247E-03 -3.67 0.0213

CASES INCLUDIED 8 MISSING CASES 9
DEGREES OF FREEDOM 4
OVERALL F 12.61 P VALUE 0.0166
ADJUSTED R SQUARED 0.8327
R SQUARED 0.9044
RESID. MEAN SQUARE 1.200E-05

Table C-27. TLC Subsystem Group Screening ANOVA Table for e : Three
Regressors

STEPWISE ANALYSIS OF VARIANCE OF ALPHA

INDIVIDUAL CUM CIMIATIVE CU4ULATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARI)

CXNSTANT 21.138
C 5.0000E-05 1 5.000E-05 5.069E-05 -0.0505
E 2.429E-04 2 2.9200E-04 1.4600E-04 0.4143
F 1.6209E-04 3 4.540@E-04 1.5133E-04 0.8327
RESIDUAL 4.800E-05 7 5.0200E-04 7.1714E-05
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Table C-28. TITC Subsystem Group Screening Coefficient Table for 0: All
Main Effects

UNWEI(II LEAST SQUARES LINEAR REGRESSION OF BETA

PREDICTOR
VARIABLES CXEFFICIEIflr ST O'11 R SThDENT' S T P

ONSTANT 135.59 7.8765E-02 1721.43 9.900
A 5.3125E-02 7.8765E-02 0.67 0.5074
B -3.9625E-01 7.8765E-02 -3.89 0.0008
C -2.6100 7.8765E-02 -33.14 0.6000
D 5.750@E-02 7.8765E-02 0.73 0.4734
E -2.9687E-01 7.8765E-02 -3.77 0.0011
F -3.125@E-03 7.8765E-02 -0.04 0.9687
G -6.6625E-01 7.8765E-02 -8.46 0.0000
H -8.500@E-02 7.8765E-02 -1.08 0.2928
I -1.2875E-01 7.8765E-02 -1.63 0.1170
J -4.9437E-01 7.8765E-02 -6.28 0.0000

CASES INCLUDED 32 MISSING CASES 0
DEGRES OF FREEDXM 21
OVERALL F 124.3 P VALUE 0.0000
ADJUSTEI R SQUARED 9.9755
R SQUARED 0.9834

L RESID. MEAN SQUARE 1.985E-01

Table C-29. TTC Subsystem ANOVA Table f-r 3: All Main Effects After
Group Screening

STEFISE ANALYSIS OF VARIANCE OF BETA

INDIVIDUAL CGU CLKLATIVE MULATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARED

OJNSTANT 5.883@E+05
A 9.0313E-02 1 9.0313E-02 9.0313E-02 -0.0330
B 3.0012 2 3.0916 1.5458 -0.0558
C 217.99 3 221.08 73.693 0.8682
D 1.058@E-01 4 221.18 55.296 0.8638
E 2.8203 5 224.00 44.801 0.8719
F 3.125@E-04 6 224.01 37.334 0.8668
G 14.204 7 238.21 34.030 0.9344
H 2.3120E-01 8 238.44 29.805 0.9328
I 5.3045E-01 9 238.97 29.552 9.9327
J 7.8210 10 246.79 24.679 0.9755
PESIDUAL 4.1691 31 250.96 8.0955
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Table C-30. Tc Subsystem Coefficient Table for 0: Three Regressors

LNWEIGHIU) LEAST SQUARES LINEAR REGRESSION OF BETA

PRDICIMR
VARIABLES COEFFICIE7T SD ERROR STUT)J' S T P

CONSTANT 135.59 1.1054E-01 1226.58 0.0000
C -2.6100 1.1054E-01 -23.61 0.0000
G -6.6625E-01 1.1054E-01 -6.03 0.0000
J -4.9437E-01 1.1054E-01 -4.47 9.0001

CASES INCLUDEI) 32 MISSING CASES 0
DEGREES OF FREEXM 28
O RALL F 204.6 P VALUE 0.0000
ADJUSTED R SQUARE) 0.9517
R SQUARE) 0.9564
RESID. MEAN SQUARE 3.910E-01

Table C-31. TTC Subsystem ANOVA Table for 0: Three Regressors

STEPWISE ANALYSIS OF VARIANCE OF BETA

INDIVIDUAL (MI CULATIVE CIMUIATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARED

ONSTANT 5.8830E+05

C 217.99 1 217.99 217.99 0.8642
G 14.204 2 232.19 116.10 0.9201
J 7.8210 3 240.01 80.004 0.9517
RESIDUAL 10.949 31 250.96 8.0955

Table C-32. Predicted Values and Residuals for /: TTC subsystem with
Three Regressors

)U 3 ^ e RUN / e

1 137.71 137.04 0.6719 17 139.40 139.36 0.0406
2 139.12 138.37 0.7494 18 138.22 138.03 0.1931
3 139.12 139.36 -0.2394 19 136.73 137.04 -0.3081
4 137.80 138.03 -0.2269 20 137.62 138.37 -0.7506

5 134.51 134.14 0.3706 21 132.10 131.82 0.2819
6 133.11 132.81 0.3031 22 133.12 133.15 -0.0306
7 131.72 131.82 -0.0981 23 133.15 134.14 -0.9894
8 132.85 133.15 -0.3006 24 132.22 132.81 -0.5869
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Table C-32. (Continued)

_3 i e RUN e

9 138.77 1 138.03 0.7431 25 138.59 138.37 0.2194
16 139.69 139.36 0.3306 26 137.27 137.04 0.2319
11 138.17 138.37 -0.2006 27 137.28 138.03 -0.7469
12 137.00 137.04 -0.0381 28 138.69 139.36 -0.6694

13 133.45 133.15 0.2994 29 132.79 132.81 -0,0169
14 132.52 131.82 0.7019 30 133.95 134.14 -0.1894
15 132.53 132.8 j -0.2769 31 132.55 133.15 -0.6006

16 136.10 134.1.1 1.9606 32 130.99 131.82 -0.8281

RESIDUAL

2.0 +

1.0
+ ++

+

+ + ++ -
0.0 + ++. + +

+ + +4 +

+ +
+4 +

-I.@

S I I I

130.0 133.0 136.0 139.0 142.0

PRIrCTED VALUES

Fig. C-8. TTC Subsystem Residual Plot for P3: Three Regressors
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Table C-33. TIC Subsystem Coefficient Table for a: Three Regressors

.NWE THTh LEAST SQJARES 1 -NEA. RE E-CSSON ,.F A-.HA

PREDICTOR
VARIABLES C(JEFFICITr STD ERR R STUDENT'S T P

CONSTANT 1.6257 2.5470E-04 6382.65 0.9000
C -2.5937E-03 2.547@E-04 -10.18 0.0000
G -5.3437E-03 2.5470E-04 -20.98 0.0000
J -3.9687E-03 2.5470E-04 -15.58 0.0000

CASES INCLUED 32 MISSING CASES 0
[*X2ZS OF FREEDCM 28
OVERALL F 262.2 P VALUE 0.0000
ADJUSTED R SQUARED 0.9619
R SQUARED 0.9656
RESID. MEAN SQUARE 2.076E-06

Table C-34. TIC Subsystem ANOVA Table for a: Three Regressors

STIPWISE ANALYSIS OF VARIANCE OF ALPHA

INDIVIDUAL CUM CU4IUATIVE CMLA TIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARED

ONSTANT 84.568
C 2.1528E-04 1 2.1528E-04 2.1528E-04 0.0982
G 9.1378E-04 2 1.1291E-03 5.6453E-04 0.6447
J 5.0403E-04 3 1.6331E-03 5.4436E-04 0.9619
RESIDUAL 5.8125E-05 31 1.6912E-03 5.4555E-05
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Table C-35. Predicted Values and Residuals for a: TTC subsystem with
Three Regressors

RUNI - a e R1TN[ ae e
II I.

1 1.617 1.6189 -0.0019 17 1.637 1.6376 -0.0006
2 1.629 1.6296 -0.0006 18 1.627 1.6269 0.0001
3 1.638 1.6376 0.0004 19 1.621 1.6189 0.0021
4 1.627 1.6269 0.0001 20 1.630 1.6296 0.0004

5 1.631 1.6324 -0.0014 21 1.614 1.6137 0.0003
6 1.619 1.6217 -0.0027 22 1.624 1.6244 -0.0004
7 1.614 1.6137 0.0003 23 1.632 1.6324 -0.0004
8 1.625 1.6244 0.0006 24 1.624 1.6217 0.0023

9 1.627 1.6269 0.0001 25 1.629 1.6296 -0.0006
10 1.635 1.6376 -0.0026 26 1.619 1.6189 0.0001
11 1.630 1.6296 0.0004 27 1.627 1.6269 0.0001
12 1.619 1.6189 0.0001 28 1.640 1.6376 0.0024

13 1.622 1.6244 -0.0024 29 1.621 1.6217 -0.0007
14 1.614 1.6137 0.0003 30 1.632 1.6324 -0.0004
15 1.622 1.6217 0.0003 31 1.627 1.6244 0.0026
16 1.635 1.6324 0.0026 32 1.613 1.6137 -0.0007

RESIDUAL

3.0
+ + +.

+4

1.0

3 2 + 4 2
2

+ + + 2
-1.0

+ + +

-3.0

1.612 1.619 1.626 1.633 1.640

PREDICTED) VALUES

Fig. C-9. TI Subsystem Residual Plot for a: Three Regressors
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Table C-36. EPS Subsystem Group Screening Coefficient Table for B:
'Three Regressors

UNWEI DI, LEAST SQUARES LINEAR RPJBESSION OF BETA

PREDICTOR
VARIABLES COEFFICIEr STD ERROR STUDENT'S T P

'oNSTANT 135.51 2.0210E-02 6705.03 0.000
A -1.0562E-91 2.021@E-02 -5.23 0.0002
G -2.7437E-01 2.0210E-02 -13.58 0.0000
J -3.4062E-01 2.021@E-02 -16.85 0.0000

CASES INCLUDED 16 MISSING CASES 0
DEREES OF FREEDXM 12
OVERALL F 165.2 P VALUE 0.0000
ADJUSTED R SQUARED 0.9705
R SQUARED 0.9764
RESID. MEAN SQUARE 6.535E-03

Table C-37. EPS Subsystem Group Screening ANOVA Table for 03: Three
Regressors

STEPISE ANALYSIS OF VARIANCE OF BETA

INDIVIDUAL C1M CMULATIVE W4JATIVE ADJUSTED
SckJizE SS DF SS MS R-SQUARED

CXNSTANT 2.9382E+05
A 1.7851E-01 1 1.7851E-01 1.7851E-01 -0.0138
G 1.2045 2 1.3830 6.9151E-01 0.3271
J 1.8564 3 3.2394 1.0798 0.9705
RESIDUAL 7.8425E-02 15 3.3178 2.2119E-01
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Fig. C-10. kPS Subsystem Group Screening Residual Plot for 3: Three
Regressors

Table C-38. EPS Subsystem Group Screening Coefficient Table for a:
Three Regressors

UNW6EIGTED LFAST SQUARES LINEAR REGRESSION OF ALPHA

VARIABLES COEFFICIEN STD EIOR STUDENT'S T P

ONSTANT 1.6261 1.2500E-04 13009.00 0.0000
A -1.1250E-03 1.2500E-04 -9.00 0.0000
G -2.1250E-03 1.2500E-04 -17.00 0.0000
J 2.6250E-03 1.2500E-04 21.00 0.0000

CASES INCLUDED 16 MISSING CASES 0
DEGHEES OF HUM 12
OVERALL F 270.3 P VALUE 0.0000
ADJUSTED R SQUARED 0.9818
R SQUARED 0.9854
RESID. MEAN SQUARE 2.500E-07
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Table C-39. IPS Subsystem Group Screening ANOVA Table for a: Three
Regressors

STEPWISE ANALYSIS OF VARIANCE OF ALPHA

TNDr'IDUAL C1.M C UIATIVE CUI4IAUTIVE ADJUSTED
SOMRCE SS DF SS MS R-SQUARE

CONSTANT 42.309
A 2.0250E-05 1 2.0250E-05 2.0250E-05 0.0340
G 7.225@E-05 2 9.2500E A5 4.6250E-05 0.3649
J 1.1025E-04 3 2.0275E-04 6.7583E-05 0.9818
RESIDUAL 3.OOOOE-06 15 2.0575E-04 1.3717E-05

RESIDUAL X 19E-4

6.0 J
2 + +

+ + 2

1.0

22

-4.0
+ +

+ +

-9.0

I I I/
1.629 1.623 1.626 1.629 1.632

PiMICTM VALUES

Fig. C-11. EF5 Subsystem Group Scre'2ning Residual Plot for a: Three
Regressors
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Table C-40. EPS Subsystem Coefficient Table for 0: All Main Effects

After Group Screening

IJNWEIGHTED LEAST SQUARES LINEAR REGRESSION OF BETA

PRHEDIC'R
VARIABLES OEFFICIENqT STD ERROR STUDENTr'S T P

CONSTANT 135.51 1.0825E-03 125177.04 0.0000
A -9.6875E-02 1.0825E-03 -89.49 0.0000
B -1.8750E-03 1.0825E-03 -1.73 0.1583
C 3.1250E-03 1.0825E-03 2.89 0.0447
D -1.8750E-03 1.0825E-03 -1.73 0.1583
E 6.250@E-04 1.0825E-03 0.58 0.5946
F -1.8750E-03 1.0825E-03 -1.73 0.1583
G -1.8750E-03 1.0825E-03 -1.73 0.1583
H -1.8938E-01 1.0825E-03 -174.94 0.0000
I -4.4375E-02 1.0825E-03 -40.99 0.0000
J -4.4375E-02 1.0825E-03 -40.99 0.000
K -3.3937E-01 1.0825E-03 -313.50 .0000

CASES INCLUDED 16 MISSING CASES 0
DEGREES OF FREEDCM 4
OVERALL F 1.275E+04 P VALUE 0.0000
ADJUSTED R SQUARI 0.9999
R SQUAREID 1.0000
RESID. MEAN SQUARE 1.875E-05
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Table C-41. EPS Subsystem ANOVA Table for 0: All Main Effects After
Group Screening

STIPISE ANALYSIS OF VARIANCE OF BETA

INDIVIDUAL C1-M CUMULATIVE CL&JLATIVE ADJUSTIM
SOURCE SS DF SS iS R-SQUARFD

ONSTANT 2.9380E+05
A 1.5016E-01 1 1.5016E-01 1.5016E-01 -0.0103
B 5.6250E-05 2 1.5021E-01 7.5106E-02 -0.0880
C 1.5625E-04 3 1.5037E-01 5.0123E-02 -0.1785
D 5.6250E-05 4 1.5042E-01 3.7606E-02 -0.2856
E 6.25O0E-06 5 1.5043E-01 3.0086E-02 -0.4142
F 5.6250E-05 6 1.5049E-01 2.5081E-02 -0.5713
G 5.6250E-05 7 1.5054E-01 2.1506E-02 -0.7677
H 5.7381E-01 8 7.2435E-01 9.0544E-02 -0.5527
I 3.1506E-02 9 7.5586E-01 8.3984E-02 -0.7816
J 3.1506E-02 10 7.8736E-01 7.8736E-02 -1.1020
K 1.8428 11 2.6302 2.3911E-01 0.9999
RESIDUAL 7.5000E-05 15 2.6302 1.7535E-01

Table C-42. EPS Subsystem Coefficient Table for 0: Three Regressors

UNWEI MTh) LEAST SQUARES LINEAR REGRESSION OF BETA

PREDICOR
VARIABLES CXEFFICIENT ST1 ERRO ST1DNT'S T P

ONSTANT 135.51 1.8182r-02 7452.72 0.0000
A -9.6875E-02 1.8182E-02 -5.33 0.0002
H -1.8938E-01 1.8182E-02 -10.42 0.0000
K -3.3937E-01 1.8182E-02 -18.67 0.0000

CASES INCLUDED 16 MISSING CASES 0
DEX.ES OF FREE2M 12
OVERALL F 161.7 P VALUE 0.0009
ADJUSThD R SQUARED 0.9698
R SQUARED 0.9759
RESID. MEAN SQUARE 5.290E-03
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Table C-43. EPS Subsystem ANOVA Table for : Three Regressors

SMVSE ANALYSIS OF VARIANCE OF BETA

INDMVIDUAL CU4 CUIATIVE CIMULATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARED

CONSTANT 2.9380E+05
A 1.5016E-01 1 1.5016E-01 1.5016E-01 -0.0103
H 5.7381E-01 2 7.2396E-01 3.6198E-01 0.1637
K 1.8428 3 2.5668 8.5559E-01 0.9698
RESIDUAL 6.3475E-02 15 2.6302 1.7535E-01

Table C-44. Predicted Values and Residuals for : EPS subsystem with
Three Regressors

RUN e __ # e

1 135.37 135.45 -0.0850 9 135.07 135.08 -0.0062
2 135.65 135.56 0.9888 19 135.94 135.94 0.000
3 135.16 135.08 0.0838 1i 135.45 135.45 -0.9050
4 135.84 135.94 -0.1000 12 135.56 135.56 -0.012

5 136.14 136.13 0.0063 13 135.67 135.75 -9.9850
6 134.89 134.88 0.075 14 135.35 135.26 9.0888
7 133.76 135.75 0.0050 15 136.22 136.13 0.0863
8 135.27 135.26 0.9988 16 134.79 134.88 -9.0925
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Fig. C-12. ElPS Subsystem Residual Plot for 3: Three Regressors

Table C-45. EPS Subsystem Coefficient Table for a: All Main Effects
After Group Screening

UNWEIGMED LEAST SQUARES LINEAR REGRESSION OF ALPHA

PREDICICOR
VARIABLES OEFFICIENf STD ERROKR SUDENT'S T P

CONSTANT 1.6262 1.0825E-04 15022.08 9.0999
A -1.0625E-03 1.0825E-04 -9.81 0.0006
B -6.2500E-05 1.0825E-04 -0.58 0.5946
C 6.2500E-05 1.0825E-04 0.58 0.5946
D -6.2580E-05 1.9825E-04 -0.58 0.5946
E 6.25OOE-95 1.0825E-04 0.58 0.5946
F 6.250E-05 1.0825E-04 0.58 0.5946
G 6.2500E-05 1.0825E-04 0.58 0.5946
H -2.0625E-03 1.0825E-04 -19.05 0.9999
I -4.3750E-04 1.0825E-04 -4.04 0.0156
J 1.8750E-04 1.0825E-04 1.73 0.1583
K 2.3125E-03 1.0825E-04 21.36 0.9000
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Table C-46. EPS Subsystem ANOVA Table for a: All Main Effects After
Group Screening

STEPWISE ANALYSIS OF VARIANCE OF ALPHA

INDIVIDUAL CLM CMUJIATIVE CUIULATIVE ADJUSTED
SOU CE SS DF SS MS R-SQUARFD

COJNSTANT 42.312
A 1.8062E-05 1 1.8062E-05 1.8062E-05 0.0383
B 6.2500E-08 2 1.8125E-05 9.0625E-06 -0.0353
C 6.2500E-08 3 1.8187E-05 6.0625E-06 -0.1211
D 6.2500E-08 4 1.8250E-05 4.5625E-06 -0.2226
E 6.2500E-08 5 1.8312E-05 3.6625E-06 -0.3443
F 6.2500E-08 6 1.8375E-05 3.0625E-06 -0.4931
G 6.2500E-08 7 1.8437E-05 2.6339E-06 -0.6791
H 6.8063E-05 8 8.6500E-05 1.0812E-05 -0.0923
I 3.0625E-06 9 8.9562E-05 9.9514E-06 -0.2310
J 5.6250E-07 10 9.0125E-05 9.0125E-06 -0.4676
K 8.5563E-05 11 1.7569E-04 1.5972E-05 0.9841
RZESIDUAL 7.5000E-07 15 1.7644E-04 1.1762E-05

CASES INCLUDIE 16 MISSING CASES 0
DEGREES OF FREEDCM 4
OVEALL F 85.18 P VAUE 0.0003
ADJUSTED R SQUARED 0.9841
R SQUARED 0.9957
RESID. MEAN SQUARE 1.875E-07

Table C-47. EPS Subsystem Coefficient Table for a: Three Regressors

UNWEIGHIEI LEAST SQUARES LINEAR IrMGRESSION OF ALPHA

PREDICTOR
VARIABLES COEFFICIENT( STD ERRO STUDENT'S T P

CONSTANT 1.6262 1.5729E-04 10338.90 0.0600
A -1.0625E-03 1.5729E-04 -6.76 0.000
H -2.0625F-03 1.5729E-04 -13.11 0.0000
K 2.3125L-03 1.5729E-04 14.70 0.0000

CASES INCLUDED 16 MISSING CASES 0
DEGREES OF FREEDCM 12
OVERALL F 144.6 P VALUE 0.0000
ADJUSTED R SQUARED 0.9663
R SQUARED 0.9731
RESID. MEAN SQUARE 3.958E-07
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Table C-48. EPS Subsystem ANOVA, Table for a: Three Regressors

STE MISE ANALYSIS OF VARIANCE OF ALPHA

INDrVIDIJAL C 1 CULATIVE CLMULATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARED

CONSTANT 42.312
A 1.8062E-05 1 1.8062E-05 1.8062E-05 0.0383
H 6.8063E-05 2 8.6125E-05 4.3062E-05 0.4094
K 8.5563E-05 3 1.7169E-04 5.7229E-05 0.9663
RESIDUAL 4.7500E-06 15 1.7644E-04 1.1762E-05

Table C-49. Predicted Values and Residuals for a: EPS subsystem with
Three Regressors

RUN e RUN a C1 e

1 1.631 1.6316 -0.0006 9 1.628 16275 0.0005
2 1.621 1.6207 0.0003 10 1.624 1.6249 -0.0009
3 1.328 1.6275 0.0005 11 1.631 1.6316 -0.0006
4 1.625 1.6249 0.0001 12 1.621 1.6207 0.0003

5 1.628 '.6270 0.0010 13 1.623 1.6229 0.0001
6 1.625 1.6254 -0.0004 14 1.630 1.6295 0.0005
7 1.622 1.6229 -0.0009 15 1.627 1.6270 0.0000

L 8 1.630 1.6295 0.0005 16 1.625 1.6254 -0.0004

162



RESIIUAL X 1OE-3

1.1

+

2 2

0.4
2

+ +
+

-0.3
2

2

++

-1.0
I I

1.620 1.623 i.626 1.629 1.632

PREDICTFD VALUES

Fig C-13. EPS Subsystem Residual Plot for a: Three Regressors
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Table C-50. Box-LD2iel Coefficient Table for 3: Ten Regressors

LNWEICIf) LEAST SQUARES LINEAR RE(W-SSION OF BETA

PREDICTOR
VARIABLES COEFFICIENT S'rI E R STUDENI S T P

CONSTANT 135.82 4.1075E-02 3306.69 0.0000
TWTA -7.1875 4.1075E-02 -174.98 0.000
Q4JU -2.7187 4.1075E-02 -66.19 0.0000
T114GEN -5.8875E-01 4.1075E-02 -14.33 0.0000
SXM -4.1625E-01 4.1075E-02 -10.13 0.0002
ARRAY1 -1.OOOOE-01 4.1075E-02 -2.43 0.0590
ITILM -1.9375E-01 4.1075E-02 -4.72 0.0053
BAT -3.5230E-01 4.1075E-02 -8.58 0.0004
TC 4.0750E-01 4.1075E-02 9.92 0.0002
IT 7.5000E-02 4.1075E-02 1.83 0.1274
TS 5.909E-02 4.1075E-02 1.22 0.2778

CASES INCLUDED 16 MISSING CASES 0
DEGREES OF FREEDCM 5
OVEALL F 3.551E+03 P VALUE 0.0000
ADJUSTED R SQUARED 0.9996
R SQUARED 0.9999
RESID. MEAN SGUARE 2.700E-02

Table C-51. Box-Level ANOVA Table for 0: Ten Regressors

SMdI SE ANALYSIS OF VARIANCE OF BETA

INDIVIDUAL CLM CLNTATIVE (XHJIATIvE ADJUSTED
SOURCE SS DF SS 1S R-SQUARED

CONSTANT 2.9517E+05
IWrA 826.56 1 826.56 826.56 0.8522
(UmU 118.27 2 944.83 472.41 0.9832
TU~fGE 5.5460 3 950.37 316.79 0.9890
SXMTR 2.7722 4 953.15 238.29 0.9919
ARRAY1 1.6000E-01 5 953.31 190.66 0.9914
ITIL 6.0063E-01 6 953.91 158.98 0.9915
BAT 1.9881 7 955.90 136.56 0.9943
TC 2.6569 8 958.55 119.82 0.9994
TT 9.0000E-02 9 958.64 106.52 0.9995
TS 4.0000E-02 10 958.68 95.868 0.9996
RESIDUAL 1.3498E-01 15 958.89 63.921
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Table C-52. Box-Level Coefficient Table for 3: Six Regressors

UNWEI(2I'ED LEAST SQUARES LINEAR REMESSION OF BETlA

PTPfl)I C'W_

VARIABLES C(*!?ICINTh STD E1JM SIUDENT'S T P

CONSTANT 135.82 8.4393E-02 1609.41 0.0000
TWTA -7.3875 8.4393E-02 -85.17 0.0000
04D -2.7187 8.4393E-02 -32.22 0.0000
TLMGEN -5.8875E-01 8.4393E-02 -6.98 0.0001
SX~fm -4.1625E-01 8.4393E-02 -4.93 0.0008
BAT -3.5250E-01 8.4393E-02 -4.18 0.0024
TC 4.0750E-01 8.4393E-02 4.83 0.0009

CASES INCLUDED 16 MISSING CASES 0
DEEOfF OF FEEM 9
OVERALL F 1.401E+03 P VALUE 0.0000
ADJUSTED R SQUARED 0.9982
R SQUARED 0.9989
RESID. MEAN SQUARE 1.14GE-01

Table C-53. Box-Level ANOVA Table for 8: Six Regressors

STEPWISE ANALYSIS OF VARIANCE OF BETA

INDIVIDUAL GEM CU4JLATIVE CUMATIVE ADJUSTID
SOURCE SS DF SS MS R-SQUARED

CXNSTANT 2.9517E+05
TWTA 826.56 1 826.56 826.56 0.8522
0 IDU 118.27 2 944.83 472.41 0.9832
T114EN 5.5460 3 950.37 316.79 0.9890
SXM1R 2.7722 4 953.15 238.29 0.9919
BAT 1.9881 5 955.13 191.03 0.9942
TC 2.6569 6 957.79 159.63 0.9982
RESIDUAL 1.0255 15 958.82 63.921

165



Table C-54. Predicted Values and Residuals for 3: Box-Level Model with
Six Regressors

RUN_____ e Ii ur 0 1__ e
I 1 1

1 148.08 147.49 0.5850 9 145.79 145.96 -0.1675
2 131.64 131.60 0.0400 10 131.15 131.47 -4.3225
3 141.05 141.24 -0.1925 11 139.78 139.70 0.0750
4 126.83 126.98 -0.1475 12 126.98 126.85 0.1300

5 145.16 145.61 -0.4525 13 115.52 145.48 0.0350
6 131.01 131.13 -0.1175 14 129.99 129.59 0.4000
7 139.62 139.36 0.2600 15 139.09 139.23 -0.1425
8 126.53 126.50 0.0250 16 124.96 124.97 -0.0075

RESIDUAL X 10E-1

7.0
+

3.0

+

+ + + +
+

-1.0 +

++

-5.0
[ I I

124.0 130.0 136.0 142.0 148.0

PREDICTED VALUES

Fig. C-14. Box-Level Residual Plot for 0: Six Regressors.
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Table C-55. Box-Level Coefficient Table for a: Ten Regressors

UNEIlGrIED LFAST SQUARES LINEAR REGR.ESSION OF ALPHA

PREDICTOR
VARIABLES CX)EFFICIEW STD ERROR SSIUDNT' S T P

ONSTANT 1.6231 1.6771F,-04 9678.45 0.0000
IWrA 2.6625E-02 1.6771E-04 158.76 0.0000
(MDU -2.2500E-03 1.6771E-04 -13.42 0.000
TLMIGFN -5.1250E-03 1.6771E-04 -30.56 0.0000
SXm -3.6250E-03 1.6771E-04 -21.62 0.8000
ARRAYI -1.0OOE-03 1.6771E-04 -5.96 0.0019
ITI1 -2.000@E-03 1.6771E-04 -11.93 0.0001
BAT 2.3750E-03 1.6771E-04 14.16 0.0000
TC -7.5000E-04 1.6771E-04 -4.47 0.0066
Tr 1.2500E-04 1.6771E-04 0.75 0.4896
TS 1.2500E-04 1.6771E-04 0.75 0.4896

CASES INCLUI)I 16 MISSING CASES 0
[EGREES OF FRE 5
OVERtALL F 2.719E+03 P VALUE 0.0009
ADJUSTED R SQUARED 0.9994
R SQUARE) 0.9998
RESID. MEAN SQUARE 4.5l'i0E-07

Table C-56. Box-Level ANOVA Table for u: Ten Regressors

STEWISE ANALYSIS OF VARIANCE OF ALPHA

INDIVIDUAL CLM WLJIATIVE C MJIATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARED

ONSTANT 42.153
TWA 1.1342E-02 1 1.1342E-02 1.1342E-02 0.9218
CMDU 8.1099E-05 2 1.1423P-02 5.7110- %3 0.9234
TU24GEN 4.2025E-04 3 1.1844E-92 - -03 0.9599
Tom 2.1025E-04 4 1.2054E-02 3.o1i.,-03 0.9797
ARRAY1 1.6006E-05 5 1.2070E-02 2.4139E-03 0.9796
ITLM 6.400E-05 6 1.2134E-02 2.0223E-03 0.9861
BAT 9.0250E-05 7 1.2224E-02 1.7463E-ei 0.9982
TC 9.000@E-06 8 1.2233E-02 1.5291E-03 0.9995
Tr 2.5000E-07 9 1.2233E-02 1.3592E-03 0.9995
TS 2.5000E-07 10 1.2233E-02 1.2233E-93 0.9994
RESIDUAL 2.2500E-06 15 1.2236E-02 8.1572E-04
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Table C-57. Box-Level Coefficient Table for a: Six Regressors

UNWEIG TlD LEAST SQUARES LINEAR REGRESSION OF ALPHA

PREDICTOR
VARIABLES COEFFICIENT STD ERROR STUDEr'S T P

O NSTANT 1.6231 7.5726E-04 2143.43 0.0000
TWrA 2.6625E-02 7.5726E-04 35.16 0. 0000
CMDU -2.2500E-03 7.5726E-04 -2.97 0.0140
T1MGEN -5.1250E-03 7.5726E-04 -6.77 0.0000
SXHTR -3.6250E-03 7.5726E-04 -4.79 0.0007
BAT 2.3750E-03 7.5726E-04 3.14 0.0106

CASES INCLUDII) 16 MISSING CASES 0
DEXIEE OF FPEC 10
OVERALL F 264.7 P VALUE 0.0000
ADJUSTED R SQUARED 0.9888
R SQJARED 0.9925
RESID. MEAN SQUMRE 9.175E-06

Table C-58. Box-Level ANOVA Table for a: Six Regressors

STEPWISE ANALYSIS OF VARIANCE OF ALPHA

INDIVIDUAL GiN 4 JIATIVE C4ULATIVE ADJUSTE
SOURCE SS DF SS MS R-SQUARED

XNSTANT 42.153
"IW!IA 1.1342E-02 1 1.1342E-02 1.1342E-02 0.9218
Q4XU 8.100@E-05 2 1.1423E-02 5.7116E-03 0.9234
'fU4rEN 4.2025E-04 n 1.1844E-02 3.9478E-03 0.9599
SX4mT 2.1025E-04 4 1.2054E-02 3.0134E-03 0.9797
BAT 9.0250E-05 5 1.2144E-92 2.4288E-03 0.9888
RESIDUAL 9.1750E-05 15 1.2236E-02 8.1572E-04
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Table C-59. Predicted Values and Residuals for a: Box-Level Model with
Six Regressors

RUIN ce e RUN & I e
1 1.608 1.6051 0.0029 9 1.601 1.6026 -0.0016

2 1.665 1.6631 0.0019 19 1.649 1.6511 -0.0021
3 1.598 1.6006 -0.0026 11 1.600 1 5981 0.0019
4 1.656 1.6586 -0.0026 12 1.649 1.6466 0.0024

5 1.596 1.5996 -0.0036 13 1.587 1.5876 -0.0006
6 1.648 1.6481 -0.0001 14 1.649 1.6456 0.0034
7 1.599 1.5951 0.0039 15 1.583 1.5831 -0.0001
8 1.644 1.6436 0.0004 16 1.638 1.6411 -0.0031

RESIDUAL X 10E-3

5.0

++

+

2.0 + +

-1.0
+

+ +

-4.0

I 6 1.59 1.62 1.)5 1.68

PREDICTED VALU S

Fig. C-15. Box-Level Residual Plot for c: Six Regressors
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Table C-60. Availability Coefficient Table: Ten Regressors

UNWEIGIEI LEAST SQUARES LINEAR RECRESSION OF AVAILABILITY

PREDICIOR
VARIABLES COEFFICIEN~T STD ERROR S RDET'S T P

CONSTANT 8.5864E-01 1.0078E-05 85201.32 0.0000
TWTA -1.1769E-02 1.0078E-05 -1167.79 0.0"0
011DJ -5.4562E-03 1.0078E-05 -541.41 0.0000
T1J4GEN -1.5937E-03 1.0078E-05 -158.14 0.0000
SXmTR -1.1187E-03 1.0078E-05 -111.01 0.0000
ARRAY1 -2.8125E-04 1.0078E-05 -27.91 0.0000
ITIf -5.5625E-04 1.0078E-05 -55.20 O.0000
BAT -4.6875E-04 1.0078E-05 -46.51 0.0000
TC 1.3125E-04 1.0078E-05 13.02 0.0000
Tr 1.875DE-05 1.0078E-05 1.86 0.1219
T'S 1.8750E-05 1.0078E-05 1.86 0.1219

CASES INCLUDED 16 MISSING CASES 0
DEXREES OF FREEDCM 5
OVERALL F 1.700E+05 P VALUE 0.0000
ADJUSTED R SQUARED 1.0000
R SQUARED 1.0'00
RESID. MEAN SQUARE 1.625E-09

Table C-61. Availability ANOVA Table: Ten Regressors

STEWISE ANALYSIS OF VARIANCE OF AVAILABILITY

INDIVIDUAL ClM CUHUJATIVE CU4IATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARED

CONSTANT 11.796
TWTA 2.2161E-03 1 2.2161E-03 2.2161E-03 0.7879
Cmu 4.7b33E-04 2 2.6924E-03 1.3462E-03 0.9705
TU.aw 4.0641E-05 3 2.7330E-03 9.1101E-04 0.9864
SXTR 2.0026E-05 4 2.7531E-03 6.8826E-04 0.9951
ARRAYI 1.2656E-06 5 2.7543E-03 5.5096E-04 0.9952
ITU4 4.9506E-06 6 2.7593E-03 4.5988E-04 0.9977
BAT 3.5156E-06 7 2.7628E-03 3.9468E-04 0.9998
Tr 2.7562E-07 8 2.7631E-03 3.4538E-04 1.0000
r 5.6250E-09 9 2.7631E-03 3.0701E-04 1.0000
TS 5.6250E-09 10 2.7631E-03 2.7631E-04 1.0000
RESIDUAL 8.1250E-09 15 2.7631E-03 1.8421E-04
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Table C-62. Availability Coefficient Table: Four Regressors

UNWEIGEIhD LEAST SQUARES LINFAR REGRESSION OF AVAILABILITY

PRDICIWR
VARIABLES COEFFICIENT SID ER" STUDENT'S T P

CONSTANT 8.5864E-01 2.3869E-04 3597.38 0.0000
TWTA -1.1769E-02 2.3869E-04 -49.31 0.0000
CMDU -5.4562E-03 2.3869E-04 -22.86 0.0000
TIMEN -1.5937E-03 2.3869E-04 -6.68 0.0000
SXMTR -1.1187E-03 2.3869E-04 -4.69 0.0007

CASES INCLUDED 16 MISSING CASES 0
DEGES OF FREE" 11
OVERALL F 755.1 P VALUE 0.0000
ADJUSTED R SQUARED 0.9951
R SQUARED 0.9964
RESID. MEAN SQUARE 9.115E-07

Table C-63. Availability ANOVA Table: Four Regressors

S-AM4ISE ANALYSIS OF VARIANCE OF AVAILABILITY

INDIVIDUAL CtM CUI3LATIVE CIMUIATIVE ADJUSTED
SOURCE SS DF SS MS R-SQUARED

ONSTANT 11.796
TWTA 2.2161E-03 1 2.2161E-03 2.2161E-03 0.7879
CmLvU 4.7633E-04 2 2.6924E-03 1.3462E-03 0.9705
TU4G4 4.0641E-05 3 2.7330E-03 9.1101E-04 0.9864
SxMTR 2.0026E-05 4 2.7531E-03 6.8826E-04 0.9951
RESIDUAL 1.0027E-05 15 2.7631E-03 1.8421E-04
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Table C-64. Predicted Values and Residuals for Availability: Four
Regressors

RUN A A e __N[ A A e

1 0.8801 0.8786 0.0015 9 0.8757 0.8763 -0.0006
2 0.8547 0.8550 -0.0003 10 0.8523 0.8528 -0.0005
3 0.8672 0.8677 -0.0005 11 0.8651 9.8654 -0.0003
4 0.8435 0.8441 -0.0006 12 0.8433 0.8419 0.0014

5 0.8742 0.8754 -0.0012 13 0.8740 0.8732 0.00086 0.8519 0.8519 0.0000 14 0.8499 0.8496 0.0003
0.8647 0.8645 0.0002 15 0.8623 0.8622 0.0001

8 0.8418 0.8409 0.0009 16 0.8376 0.8387 -0.0011

RESIDUAL X 19E-3

3.0

+ +
1.0 + +

4.4 ++

+ 4
+ + 4. .

-i.e + +

-3.0
-a-T-I I I

8.2 8.4 8.6 8.8 9.0

PREDICTED VALU

Fig. C-16. Availability Residual Plot: Four Regressors
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Space system availability prediction is the process of estimating
the likelihood that a space system will be available to perform its
assigned mission, as a function of time. The ability to make these
predictions azcurately is fundamental to the efficient employment of Air
Force resources.

Availability prediction is based on the estimated reliability of
individual spacecraft and the components of which they are comprised.
This study made use of response surface methodology to determine the
sensitivity of the system availability prediction to the estimated
reliabilities of individual spacecraft components.

The study was conducted in two steps. First a coarse screening was
conducted to identify components which significantly influencea the
parameters of a best-fit Weibull approximation to the spacecraft
reliability function. Then the Weibull pa-ameters and the availability
prediction itself were regressed against the relirbilities of the
critical components and the results were used to quantify the effects of
uncertainty in the reliability estimates.

For the spacecraft and mission models investgated, the screening
techique was extremely successful, identifying 5 of 100 components at
the box level as critical to the spacecraft reliability function.
Availability, however, was found to be relatively insensitive to
component reliability. In particular, the uncertainty failed to account
for the fact that observed space system availability usually far exceeds
the prediction. This may be due to overly-conservative factors in the
reliability analysis such as duty cycle and stand-by redundancy
correction factors, or it may oe that uncertainty in the individual
component reliability estimates is signifcantly greacer than was assumed
in the study. Further research is required to resolve this issue.

To the extent that the spacecraft reliability function can be
trusted, the response surface methodology employed here provides a very
useful way to quantify the benefits that might be received either by
improving the reliability of critical components or by reducing the
uncertainty in their reliability estimates.
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